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Abstract

This paper explores the potential of voluntary consumption quotas as a strat-
egy to address resource supply shortages. The results of an incentivized online
experiment are presented in which a Nash demand game was used to model
an energy consumption problem. Participants had the option to join an en-
ergy conservation programme by accepting a consumption quota. Those who
accepted the quota traded off their maximum demand for energy in exchange
for the certainty that their demand would be met, while those who rejected the
quota could demand and possibly earn more but risked suffering from a power
outage, in which case they received nothing. Three different quota schemes
are examined, and their policy implications are discussed. Our findings suggest
that voluntary quotas may lead to a significant decrease in overall demand and
contribute to enhancing consumption security.

Keywords: energy consumption, online experiment, Nash demand game, power
outages, voluntary quotas.

JEL Classification: C72, C99, Q48.

1 Introduction

Global energy consumption has been increasing for more than half a century, hit-
ting a record high in 2021. Although the Covid-19 pandemic has delivered a large
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shock to the energy sector, it has not taken long for demand to bounce back to old
levels (IEA 2021; Ritchie et al. 2022). At the same time, however, a number of
factors — including increasingly frequent extreme climate events and international
conflicts that made fossil fuel prices spike — have led several countries to struggle
to balance energy supply with demand. For example, in 2021 China and Texas
suffered from unprecedented power crunches that plunged millions into darkness,
while in 2022 European governments urged households and firms to reduce their en-
ergy consumption over fears for gas supplies (European Commission 2022). Similar
news frequently comes from poor economies and remote areas, where energy security
remains a major issue (Cole et al. 2018; Longden et al. 2022).

Long-term interventions to prevent power shortages include investing to expand
generation capacity and improve the distribution network. Shorter-term measures
instead typically involve reducing strain on the power grid, for instance by capping
heating and cooling or by cutting power through load shedding at times of grid
stress. However, since cuts are mandatorily enforced and disrupt daily lives and
businesses, they inevitably spark discontent, especially when they are not anticipated
by the public. Moreover, there are policymakers who remain reluctant to introduce
rationing measures and tell people how often and for how long they should use
energy-consuming appliances, possibly due to concerns for their libertarian image
(see e.g. Lawson 2022).

Building on these points, scholarly attention has turned to strategies that allow
users to sort themselves into different energy consumption schemes. These notably
include interruptible electricity contracts (Baldick et al. 2006), which provide rebates
to those who accept outages. As argued by Allcott et al. (2016), if distribution com-
panies gave users the choice between interruptible and uninterruptible contracts,
then outages would be allocated towards those users who are least affected by them.
Another approach is to accommodate individual preferences by means of tradable
quotas, which combine a cap on overall consumption with the use of market mech-
anisms to allocate demand (Maurer et al. 2005). One downside of such a tradable
system is that it is scarcely suitable for small consumers. Moreover, it can involve
substantial costs associated with creating a new market and ensuring its smooth
functioning.

This paper explores yet a different mechanism for addressing energy shortages,
namely voluntary quotas that trade-off consumption for security. Voluntary quotas
can be introduced as contracts by which users willingly limit their maximum con-
sumption of energy in exchange for the guarantee that they will not suffer, or suffer
as little as possible, from outages. Unlike mandatory rationing, voluntary quotas
are not imposed without consent; unlike tradable quotas, they do not require the
setting up of a new market. In addition, the characteristics of voluntary quotas
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make them inherently different in nature from price-based interventions aimed at
reducing energy use, such as dynamic pricing schemes that make the price of energy
increase at times of high demand. This is because the burden from higher prices falls
disproportionately on low-income users, resulting in a more unequal access to en-
ergy, whereas quotas give all users the same opportunity to self-regulate and secure
a sustainable consumption level.

We study the effects of voluntary quotas in the simplified framework of an in-
centivized online experiment. Eight hundred UK residents were recruited to play a
Nash demand game that captures key features of electricity consumption decisions.
Subjects were given a production task and decided independently how much energy
to demand to carry out the task. Higher energy use resulted in increased production
and a higher payoff. Subjects were told that energy was supplied by a generator and
that if the sum of individual demands did not exceed generator capacity, then each
subject would have their demand satisfied. Conversely, if total demand exceeded
capacity, then each would suffer a power outage, produce nothing, and receive a
payoff of zero. Demand decisions were made in two consecutive rounds. In Round 1
capacity was fixed, while in Round 2 it could either remain unchanged or decrease
according to a known probability distribution as a result of a supply shortage.

The experiment consisted of three treatments which featured different voluntary
quotas, plus an untreated baseline. Subjects who accepted the quota (henceforth
acceptors) saw their maximum per-period demand reduced but were sure to get
what they demanded. Subjects who did not accept the quota (henceforth rejectors)
could demand and possibly earn more than acceptors but run the risk of coming up
empty-handed. The first quota varied with capacity and was designed so that in
the event of unanimous acceptance and maximum energy demand by all subjects,
capacity was exactly exhausted both in the presence and absence of an energy supply
shortage. The second quota varied with capacity too, but it entitled subjects to
demand less energy than the first and it always resulted in some residual capacity.
The third quota entitled subjects to demand a fixed amount of energy and could
exhaust capacity only in the event of an energy shortage. These treatments allow us
to investigate the impact of different quota schemes on overall consumption, which
is not obvious a priori. For example, a quota that restricts demand by a small
extent may be welcomed by the public but be of little help in curbing aggregate
consumption, whereas a quota that considerably restricts demand may fail to meet
consumption reduction objectives because it is not appealing to users.

The results suggest that although voluntary quotas do not suffice to prevent
outages with certainty, they may significantly contribute to reducing demand and
relieving the stress upon supply systems. Depending on treatment, between 53
and 77 percent of subjects accepted the quota that was proposed to them. When
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no supply shortage occurred, quotas resulted in a reduction of up to 35 percent
in aggregate demand and up to 82 percent in the frequency of outages compared
to the baseline condition. In case of shortage, outage frequency decreased by a
less pronounced but still clearly discernible extent (up to 35 percent less than the
baseline). As detailed in the discussion below, the choice of what kind of quota to
introduce would ultimately depend on the energy provider’s objective.

The remainder of the paper is organized as follows. Section Section 2 discusses
some related literature. 3 introduces the experiment and Section 4 provides some
benchmark theoretical results. Section 5 discusses our experimental findings. Section
6 provides concluding remarks and outlines directions for future research.

2 Related literature

Our work relates to several strands of literature. Since voluntary quotas are intended
to limit energy demand while promoting energy security, they can be a means to-
wards achieving sufficiency in energy consumption (Princen 2005; O’Neill et al.
2018). Put simply, the concept of sufficiency involves reducing the consumption of
energy, and consequently its environmental impact, to a sustainable level that is
consistent with equality and well-being. Voluntary quotas are also consistent with
the idea of libertarian paternalism (Thaler and Sunstein 2003), as they are aimed
at affecting behaviour while respecting freedom of choice.

In terms of aim and methodology, our paper shares similarities with the theo-
retical and experimental literature on collective climate action. This literature is
heterogeneous in experimental design and relies on a diverse range of games, such
as the dictator game (Czap et al. 2018), the public goods game (Alpizar and Gsot-
tbauer 2015; Calzolari et al. 2018), and the collective-risk social dilemma (Milinski
et al. 2008; Tavoni et al. 2011; Farjam et al. 2019). The approach closest in spirit to
ours involves the use of a common pool dilemma, which has been widely employed to
study the issue of resource over-exploitation (Bernard et al. 2013; Berger and Wyss
2021), particularly in contexts characterized by environmental uncertainty (Aflaki
2013; Anderies et al. 2013; Bochet et al. 2019), and the use of quotas for common
pool management (Ostrom 1999; Cardenas et al. 2000). However, it is worth noting
that in common pool dilemmas, the unconsumed resources are multiplied by a cer-
tain factor and redistributed among the players. Given our aim of reducing energy
consumption, we made the decision to employ a Nash demand game instead, where
the experimenter retains the resources that are not consumed.
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3 Experimental design

3.1 Setup

Consider a finite group of n ≥ 2 players who consume a limited shared resource of
size C. Choices are made independently and simultaneously. Suppose initially that
each player i can demand any amount di ∈

[
0, d

]
of the resource, where d < C < nd.

If the demands sum to C or less, then players receive what they demanded; otherwise
they get nothing. Player i’s payoff is therefore:

πi (di, d−i) =

di if
∑n

j=1 dj ≤ C

0 otherwise
(1)

where d−i denotes the vector of all demands excluding i’s.
Now suppose instead that before demands are made, each player is offered the

choice to either accept or reject a consumption quota. This choice has consequences
on both the player’s choice set and their payoff. If the quota is rejected, then the
set of possible demands and payoff are as described above; conversely, accepting
the quota means reducing the maximum possible demand to an amount d < d in
exchange for the guarantee that demand will be met. Assume that nd ≤ C, so that
if all players accept the quota and demand as much as possible, then group demand
does not exceed the available resource. We call this the non-exceedance condition.
Let a be a dichotomous variable equal to Y if the quota is accepted and N if it is
rejected. Thus, player i’s demand is:

di(ai) ∈

[0, d] if ai = Y[
0, d

]
otherwise

and i’s payoff function becomes:

πi (ai, di(ai), a−i, d−i(a−i)) =

di if ai = Y or
∑n

j=1 dj ≤ C

0 otherwise
. (2)

As an example, consider the case where k players accept the quota and n − k

players reject it. Let the subsets of acceptors and rejectors be S1 and S2, respectively.
Acceptors can demand at most kd and their demands will be met with certainty,
whereas rejectors will receive their demands if and only if:∑

j∈S2

dj ≤ C −
∑
j′∈S1

dj′

that is if and only if their aggregate demand does not exceed the resource left after

5



meeting acceptors’ demands. If this is not the case, then rejectors will receive nothing
regardless of how much they demanded.

3.2 Framing and treatments

Subjects were randomly assigned to groups of 10 people. To give the experiment
a meaningful context and reduce confusion among participants, instructions were
framed in terms of energy use (Alekseev et al. 2017; a full list of instructions is
available in the Supplementary Material). Each subject was told to suppose that
“You are a tailor making shirts. You use an electric sewing machine, the energy
consumption of which is measured in ‘Energy Units’. To produce one shirt you must
use 1 Energy Unit. The more Energy Units you use, the more shirts you produce.”
For simplicity, Energy Units could only be consumed in integer amounts. Note that
contextual instructions could alternatively have been given in terms of residential
power consumption, in which case payoffs would have corresponded to the utility
from using electric appliances net of electricity cost. We chose to focus on production
for ease of exposition.

The shared resource was framed as the capacity of a generator: “Your machine
is powered by an electric generator, and so are the machines of nine other tailors.
Each tailor’s machine consumes 1 Energy Unit per shirt, just like yours.” Finally,
each participant was informed that “If in a decision round the overall number of
Energy Units used by the 10 of you exceeds the generator’s capacity, then there will
be a power failure, in which case you will produce nothing in that round.”

Subjects had to decide how many Energy Units they would like to use in each
of two rounds. In Round 1, generator capacity was 100 Energy Units. In Round 2,
there was a 50 percent probability that capacity would remain steady at 100 Energy
Units, and a 50 percent probability that it would decrease to 50 Energy Units due
to an energy supply shortage. This information was given to each subject at the
beginning of Round 1; at the beginning of Round 2, participants were then informed
about the actual (realized) capacity, i.e. 50 or 100 Energy Units. Throughout the
paper we write Round 2x to denote the second decision round when capacity was
x ∈ {50, 100}.

To isolate the effect of a fall in capacity, no feedback was given to participants
between the first and second rounds. This is similar to asking subjects how they
would behave in two distinct situations, the difference being that the choice whether
to accept or reject the quota was made only once at the beginning of Round 1.
Thus, we do not assess learning effects. We are comfortable that the experiment
can nevertheless yield insightful results, as it captures aspects of strategic behaviour
relevant to situations where agents face sharp reductions in energy supply and do
not have the time to learn how to coordinate.
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In the baseline condition, participants were not offered any quota and could
demand any whole amount of Energy Units between 0 and d = 20 per round. Subject
i’s payoff in Round t = 1, 2 was therefore πi,t = di,t ∈ {0, 1, . . . , 20} if

∑10
j=1 dj,t ≤ Ct

and zero otherwise, where C1 = 100 while C2 could be either 50 or 100 (each with
probability 1/2).

The design had three treatments (denoted by the superscripts F, HP and LP,
as shorthands for Fixed, High Proportional and Low Proportional), each featuring
a different quota scheme. Before making their first demand decision, subjects were
asked whether they wanted to participate in an energy programme based on volun-
tary quotas. In Treatment F, each participant was informed that “If you accept the
quota, then in each round you can use up to 5 Energy Units. In this case your energy
use is guaranteed, meaning that you can operate your machine regardless of other
participants’ decisions. Conversely, if you don’t accept the quota, then your energy
use is not guaranteed, but you can use up to 20 Energy Units.” In this treatment,
accepting the quota meant therefore reducing the maximum possible demand per
round from d = 20 to

dF = 5

and being certain to earn a payoff πi,t = di,t(Y ) ≤ 5 in each round.
Treatments HP and LP differed from Treatment F in that the quota was not fixed

but proportional to generator capacity. In Treatment HP, acceptors were entitled
to use a number of Energy Units equal to 10 percent of capacity. The maximum
possible demand in each round was therefore:

dHP = 10× 1C=100 + 5× 1C=50

where 1 denotes the indicator function. Finally, in Treatment LP the quota amounted
to 6 percent of capacity, implying that:

dLP = 6× 1C=100 + 3× 1C=50.

Quotas were designed to satisfy the non-exceedance condition, i.e. so that in
the event of unanimous acceptance, capacity was enough to accommodate group
demand both in the presence and absence of an energy shortage. If all players took
the quota and demanded as much as possible, then in Treatment HP capacity would
be exhausted both when C = 100 and when C = 50; in Treatment F it would
be exhausted when C = 50 but not when C = 100; in Treatment LP it would be
exhausted in neither case. It is also easy to check that an acceptor’s overall expected
payoff would be highest in Treatment HP (17.5) and similar in Treatments F and
LP (10 and 10.5, respectively). This 4× 2 design allowed us to assess and compare
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on the one hand the effects of a high and a low quota (HP vs. LP), and on the other
the effects of a fixed quota and a quota that varies with capacity (F vs. LP). Table 1
shows the maximum possible demand in the baseline and treatments, while Figure
1 summarizes the timing of the game.

Table 1: Maximum possible demand by treatment and capacity

Baseline Treatment F Treatment HP Treatment LP

Quota Quota Quota Quota Quota Quota
accepted rejected accepted rejected accepted rejected

C = 100 20 5 20 10 20 6 20
C = 50 20 5 20 5 20 3 20

Figure 1: Timing

Groups are
formed

Information
about capacity

Quota acceptance
or rejection

(treatments only)

Energy demand
(Round 1)

New information
about capacity

Energy demand
(Round 2)

Payoffs are
received

Time

3.3 Implementation

The experiment was pre-registered at aspredicted.org (#78308) and programmed
in oTree (Chen et al. 2016). Eight hundred UK residents between 18 and 45 years
of age, equally divided between females and males, were recruited through Prolific
(Palan and Schitter 2018) and randomly assigned to treatment conditions.

After the second decision round and before receiving any feedback about their
earnings, participants were required to fill in a short questionnaire. Five questions of
the kind “How often do you do the following?” were asked to assess subjects’ energy
saving habits. The questions concerned running the washing machine half empty,
leaving water running while brushing teeth, showering for more than 10 minutes,
leaving the lights on when leaving a room, and turning up the heat instead of
putting on warmer clothes when it gets cold. Answers were given on a 5-point scale
and were then averaged together to obtain a single energy saving score, with higher
values indicating a more judicious energy saving behaviour. The questionnaire also
used experimentally validated survey questions to elicit participants’ self-reported
altruism and willingness to take risks. The latter was measured by responses to the
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question “How do you see yourself: are you generally a person who is fully prepared
to take risks or do you try to avoid taking risks?”, while the former was measured
by responses to “Imagine the following situation: today you unexpectedly received
1,000 GBP. How much of this amount would you donate to a good cause?” (Dohmen
et al. 2011; Falk et al. 2023). Responses to both questions were given on a 0-10 scale,
with higher values representing higher risk-taking and altruism.1

Additional individual characteristics were available from Prolific, including age,
sex, ethnicity, education, employment status, subjective socio-economic status, po-
litical stance, and climate change beliefs. In the paper we use the term climate
skeptic to refer to subjects who answered “no” or “don’t know” to Prolific’s question
“Do you believe in climate change?”. An overview of subject characteristics is given
in Appendix A.

Subjects were paid at a pre-announced rate of 5 pence per payoff unit (that is
1 GBP per 20 payoff units), in addition to a fixed show-up fee of 0.40 GBP. On
average the experiment took 3.7 minutes to complete. Average earnings were 0.98
GBP per subject, which amounts to roughly 16 GBP per hour.

4 Theoretical benchmarks

4.1 Baseline

In the baseline game, a strategy for player i is a triple:

(di,1, di,2100 , di,250)

where di,t denotes individual demand in Round t. Recall that players do not re-
ceive any feedback about play between the first and second rounds. The only new
information available before the second demand decision is the realized capacity in
Round 2, which does not however affect optimal behaviour in Round 1. Thus, in
the baseline each round can be analyzed as an independent game.

It is also useful to note that players have no weakly dominated strategy except
di = 0. This is because if d−i ≥ C, then player i is indifferent between any of
their strategies (since i’s payoff will be zero regardless of how much they demands),
whereas if d−i < C, then i’s best response is to demand min

{
d̄;C − d−i

}
(since

demanding less than this would yield a positive but lower payoff, while demanding
more would yield a payoff of zero).

A similar argument shows that the game has multiple Nash equilibria, the char-
acteristics of which are summarized in the lemma below.

1Eliciting risk and social preferences at the end of the experiment is common practice in be-
havioural and experimental economics, see e.g. Cohn et al. (2022) and Non et al. (2022).
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Lemma 1: The baseline game has two classes of Nash Equilibria. The first class
consists of all strategy profiles that satisfy:

10∑
i=1

di,t = Ct (3)

in which case a positive number of players receive a positive payoff. The second class
instead satisfies:

10∑
i=1

di,t ≥ Ct +max {d1,t, . . . , d10,t} (4)

in which case all players receive a payoff of zero.

Proof. Consider the first class of equilibria. If condition (3) holds, then each player
is receiving their demand. Any unilateral downward deviation would reduce the
deviating player’s payoff, and any upward deviation would trigger an outage. In
neither case would the deviating player be better-off.

Now consider the second class of equilibria. If condition (4) holds as an equality,
then the player who demands max {d1,t, . . . , d10,t} can prevent the outage. However,
this requires demanding nothing at time t, which is never a profitable deviation. If
instead condition (3) holds as a strict inequality, then no unilateral deviation can
prevent capacity from being exceeded.

Any strategy profile that does not satisfy either condition (3) or condition (4)
cannot be a Nash equilibrium. If

∑10
i=1 di,t < Ct, then each player has an incentive

to increase their demand and earn a higher payoff. Conversely, if Ct <
∑10

i=1 di,t <

Ct + max {d1,t, . . . , d10,t}, then the player who demands max {d1,t, . . . , d10,t} has
an incentive to reduce their demand to an extent so that the resource is exactly
exhausted, thereby receiving a positive payoff rather than zero. �

Thus, in equilibrium either total demand equals total supply or a tragedy of the
commons-like situation occurs. There are several strategy profiles that result in each
of these two outcomes. A particularly interesting equilibrium satisfying condition
(3) is the one in which each player demands Ct/10 and the resource is shared equally.
In contrast, an intuitive equilibrium satisfying condition (4) is the one in which all
players demand d = 20 but receive nothing. Note also that although the equilibria
in the first class can be characterized by high levels of payoff inequality, all of them
are nevertheless Pareto-optimal.
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4.2 Treatments

In the three treatments, a strategy for player i becomes a quadruple:

(ai, di,1, di,2100 , di,250) =: si

where ai ∈ {Y,N}. In what follows we assume that players who accept the quota
always demand d. This is a harmless assumption as conditional on accepting the
quota, payoff maximization always requires demanding as much as one can. Impor-
tantly, since the decision whether to accept or reject the quota affects demand in
both rounds, it is no longer possible to consider the two rounds as separate problems.

As before let S2 be the subset of players who do not accept the quota. The
following proposition characterizes the sets of Nash equilibria in all treatments.

Proposition 1: A strategy profile is a Nash equilibrium of the game in Treatment
τ ∈ {F,HP,LP} if and only if

πi (si, s−i) ≥ πi ((Y, dτ , dτ , dτ ) , s−i) for every i (5)

and
kdτ +

∑
j∈S2

dj,t = Ct (6)

where k is the number of players who accept the quota.

Proof. If condition (5) is not satisfied, then at least one player who rejected the quota
is receiving a payoff which is less than the payoff they would receive by accepting
the quota and demanding dτ . If condition (6) is not satisfied, then capacity is not
exhausted and each acceptor has an incentive to deviate unilaterally and reject the
quota, thereby earning a payoff equal to dτ plus all Energy Units left unused. �

Condition (5) states that in a Nash equilibrium all players must have an expected
payoff which is at least as high as the expected payoff received by accepting the quota
and demanding as much as possible. Condition (6) requires total demand to equal
total supply in each round. The main implication of Proposition 1 is that once a
voluntary quota scheme is introduced, each strategy profile resulting in a tragedy of
the commons can no longer be Nash, i.e. some if not all players receive a positive
payoff in equilibrium. The intuitive reason for this result is that quotas establish a
fallback position which allows players to earn a positive payoff with certainty. This
observation naturally raises the question of how many players can accept the quota
in equilibrium, which is addressed in Proposition 2 below.

Proposition 2: The maximum number of acceptors in a Nash equilibrium is 6 in
Treatment F, 7 in Treatment LP, and 10 in Treatment HP.
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Proof. Consider Treatment HP first. Since the quota amounts to 10 percent of
capacity, it is easy to see that if all players accept the quota and demand dHP , then
the two conditions of Proposition 1 are satisfied. Put differently, if 9 players accept
the quota, then the tenth player is indifferent between accepting it (and demanding
dHP ) and rejecting it (and demanding Ct−9dHP , which equals dHP by construction).

Now consider Treatment LP. Recall that a player who accepts the quota plays
strategy (Y, 6, 6, 3) and has an expected payoff of 10.5.

- If 7 players accept the quota, then the number of Energy Units left unused
after acceptors’ demands are met is 58 when C = 100 and 29 when C = 50.
Consider the following strategies for the remaining three players: two of them
play (N, 19, 19, 9), while the third plays (N, 20, 20, 11). The resulting strategy
profile is a Nash equilibrium because (i) players who reject the quota have an
expected payoff which is higher than the maximum payoff they could receive
by accepting the quota and demanding dLP , and (ii) the resource is exactly
exhausted regardless of whether C = 100 or C = 50.

- If 8 players accept the quota, then the number of Energy Units left unused
after acceptors’ demands are met is 52 when C = 100 and 26 when C = 50.
However, the two remaining players can demand at most 40 Energy Units,
implying that the resource is exhausted neither in Round 1 nor Round 2100.
This makes it impossible to satisfy condition (6).

- A similar argument proves that if 9 or 10 players accept the quota, then con-
dition (6) cannot be met.

Finally, consider Treatment F. In this case, a player who accepts the quota plays
strategy (Y, 5, 5, 5) and has an expected payoff of 10.

- If 6 players accept the quota, then the amount of Energy Units remaining after
demands are met is 70 when C = 100 and 20 when C = 50. Consider the fol-
lowing strategies for the remaining four players: two of them play (N, 17, 17, 5),
while the other two play (N, 18, 18, 5). The resulting strategy profile is a Nash
equilibrium because both conditions (5) and (6) are met.

- If 7 players accept the quota, then the number of Energy Units left unused
after acceptors’ demands are met is 65 if C = 100 and 15 if C = 50. However,
the three remaining players can demand at most 60 Energy Units, meaning
that the resource is exhausted neither in Round 1 nor Round 2100. This makes
it impossible to satisfy condition (6).

- Similar reasoning shows that if 8 or more players accept the quota, then con-
dition (6) cannot be met.

�

These results yield some general predictions about experimental outcomes. First,
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in view of Lemma 1 we expect the frequency of outages in the baseline game to be
high. The straightforward explanation for this is that since the game has multiple
equilibria, since in many of these equilibria all players get nothing, and since there
is no time for trial-and-error learning, it is easy for subjects to miscoordinate and
demand more than can be supplied.

From Proposition 1 we know that the games in Treatments HP, LP and F suffer
from a similar issue, which again is likely to result in frequent miscoordination.
Nevertheless, these games differ from the baseline game in two important respects.
First, in the treatments there is no Nash equilibrium in which everyone receives
a payoff of zero. Second, a significant portion of the set of equilibria consists of
strategy profiles where a positive number of players accept the quota. Thus, we
expect quotas to be taken by a non-negligible proportion of subjects, resulting in
less frequent outages than in the baseline condition. It also seems safe to predict
that subjects will be keener to accept the HP quota, which entitles them to consume
a higher number of Energy Units. Moreover, Treatment HP is the only treatment in
which a Nash equilibrium exists where all players accept the quota (see Proposition
2). Along a related line, we conjecture that subjects may tend to prefer the LP
quota to the F quota, since the former yields a slightly higher conditional expected
payoff and it can be accepted by a greater number of players in equilibrium.

Predicting which quota will be the most effective in reducing energy use and the
frequency of outages is not obvious. On the one hand, we may expect Treatment
HP to yield the best results, since it gives players the strongest incentive to accept
the quota and it gives salience to the equilibrium outcome in which players share the
resource equally. On the other hand, however, there is reason to expect that the HP
quota will perform worst. To see this note that if in Treatment HP a large number
of players accept the quota and demand as much as possible, then the resource is
seriously depleted, implying that a high demand by a few lone rejectors can suffice to
cause an outage.2 Conversely, since the F and LP quotas place a tighter constraint
on acceptors’ demand, these quotas may prove more effective in curbing energy
consumption despite being accepted less frequently by subjects.

5 Results

We begin by examining quota acceptances and their determinants. We then proceed
to study demand decisions and their implications for individual and group outcomes.

2For example, suppose that C = 100 and that the quota is rejected by just one player out of 10.
If this rejector demands 11 Energy Units or more, then capacity is exceeded.

13



5.1 Acceptors and rejectors

The decision to accept the quota was taken by the majority of subjects. Consistent
with our discussion in Section 4, the acceptance rate was highest in Treatment HP
(77.1 percent), followed by Treatments LP and F (64.1 and 53.0 percent, respec-
tively).

Table 2 reports logit estimates of the probability of acceptance. The dependent
variable takes value 1 if the quota was accepted and 0 otherwise. The coefficients
are average marginal effects with robust standard errors in parentheses. Our main
explanatory variables of interest are subjective Risk tolerance and Altruism, the
Energy saving score, and dummies for Climate change skepticism and Green Party
support.

The estimates shown in column 1 unsurprisingly indicate that risk-averse in-
dividuals were significantly more likely than risk-tolerant individuals to take the
quota. On average, a one-point increase in Risk tolerance lowers the probability
of acceptance by about 2 percent. Acceptance also tends to be positively associ-
ated with Altruism. This latter result can be explained by noting that the decision
to take the quota leaves more energy for others to use, and may therefore be in-
tended as an altruistic act. The coefficients on Energy saving score and Green Party
support have the expected sign but are neither individually nor jointly significant
(p-value = 0.57). Conversely, the coefficient on Climate change skepticism is signif-
icant at the 1 percent level and suggests that skeptics were considerably less likely
to accept the quota. Interestingly, this result dovetails with the empirical finding
of Volland (2017) that trust in others is negatively associated with household en-
ergy consumption. The underlying argument is that low trust is a known predictor
of climate skepticism (Tranter and Booth 2015), which in turn results in a lower
likelihood to accept the quota.

In column 2 we include controls for sex, age, age squared, ethnicity (1 if a
subject belongs to a minority group and 0 otherwise), education (highest degree
earned), employment status (1 if unemployed or non-working student and 0 other-
wise), subjective socioeconomic status (scored on a 10-point scale with higher scores
corresponding to a higher subjective status), and the experiment completion time
in minutes. The results are not sensitive to the inclusion of these variables. Sex
is the only control variable with significant predictive power: on average, women
were 7.6 percent more likely than men to accept the quota. The non-significance of
completion time suggests that subjects did not accept the quota simply in order to
make some quick and easy money and without thinking about the task. Had this
been the case, the estimated coefficient would have been negative and significant.

Finally, the regression in column 3 includes treatment dummies. The omitted
reference category consists of subjects in Treatment LP. Compared to them, subjects
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Table 2: Determinants of quota acceptance (logit estimates)

Dependent variable: 1 if the quota is accepted
Average marginal effects, robust SEs in parentheses

(1) (2) (3)

Risk tolerance −0.020** −0.018** −0.016*
(0.008) (0.009) (0.009)

Altruism 0.024* 0.024* 0.029**
(0.014) (0.014) (0.015)

Climate change −0.251*** −0.256*** −0.229***
skeptic (0.083) (0.089) (0.085)
Energy saving 0.034 0.027 0.018
score (0.032) (0.032) (0.032)
Green Party 0.016 0.017 0.019
supporter (0.059) (0.058) (0.057)

HP quota 0.133***
(0.045)

F quota −0.103**
(0.048)

Completion time 0.008 0.007
(0.007) (0.007)

Control variables no yes yes
Observations 601 601 601
One, two, and three asterisks denote significance at the 10, 5,
and 1 percent levels, respectively.

in Treatments F and HP were on average 10 percent less likely and 13 percent
more likely to accept the quota, respectively. Figure 2 further investigates this
by showing how average marginal treatment effects vary with Risk tolerance and
Altruism. Increases in Risk tolerance result in essentially no change in the marginal
effect of the F quota (represented in blue), whereas an increase in Altruism from its
minimum to its maximum raises the marginal effect by about 4 percentage points.
In contrast, the marginal effect of the HP quota (represented in orange) decreases by
8 percentage points for a 10-point increase in Altruism and increases by 4 percentage
points for a 10-point increase in Risk tolerance. Taken together, the results indicate
that highly risk-averse altruists are more likely to accept any quota, whereas risk-
tolerant and self-interested individuals are more sensitive to what kind of quota they
are offered. This remark is substantiated by the average acceptance probabilities
reported in Appendix B. For example, all else being equal, the difference between
the probabilities of accepting the HP and F quotas is 17 percentage points higher
when Risk tolerance = 10 and Altruism = 0 than when Risk tolerance = 0 and
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Altruism = 10 (see Figure B2).

Figure 2: Average marginal treatment effects at representative values of Risk tol-
erance and Altruism, with 95 percent confidence intervals (reference category: LP
quota)
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5.2 Energy demand decisions

Figure 3 shows mean individual demands by treatment, capacity level, and accep-
tance or rejection choice. The results of Rounds 1 and 2 are given in the left- and
right-hand panels, respectively. Error bars represent 95 percent bootstrapped con-
fidence intervals. In Round 1, mean demand in the untreated baseline was 13.69
Energy Units (red column). In Round 2, subjects in the baseline condition who did
not experience a supply shortage demanded on average 13.22 Energy Units (straight-
line red column), whereas subjects who did experience a shortage demanded 10.03
Energy Units (dashed-line red column).

In the treatments a further distinction can be made between the demands of
acceptors and rejectors. We describe each in turn. Rejectors’ mean demand in
Round 1 was 15.0 in Treatment F (blue), 16.5 in Treatment HP (orange), and
15.7 in Treatment LP (green). In Round 2100 (i.e. under no-shortage conditions),
rejectors’ mean demand was 14.5 in Treatment F, 16.5 in Treatment HP, and 15.0 in
Treatment LP. In Round 250 mean demands were 11.9, 13.6 and 10.9, respectively.

Acceptors’ demands tended to remain close to dτ . Mean values ranged between
4.2 and 4.6 in Treatment F, between 4.6 and 9.2 in Treatment HP, and between 2.6
and 5.4 in Treatment LP. Note that acceptors were made aware that the decision to
demand less than dτ would result in a forgone payoff but would reduce the likelihood
that rejectors would experience an outage. We therefore have confidence that those
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who accepted the quota but demanded less than dτ did so deliberately. Overall, 62.5
percent of acceptors demanded as much as possible in both decision rounds, while
77.6 percent did so in at least one round.

In Appendix C we show that no significant difference is found between demand
in Round 1 and demand in Round 2100. This is evidence that participants did not
adopt hedging strategies. If subjects hedged their demands, then they would behave
differently in different rounds, e.g. by alternating low and high demands, to insure
themselves against the risk of taking an action that results in a low payoff. Our
findings indicate that this was generally not the case.

Figure 3: Mean individual demands by treatment, capacity level, and acceptance or
rejection choice
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How did subjects react to a supply shortage? Figure 4 makes this clear by plot-
ting the elasticity of individual demand with respect to capacity (calculated using
the midpoint method), together with bootstrapped 95 percent confidence intervals.
A value of 0 means that demand did not vary with capacity, whereas a value of 1
means that demand and capacity varied in the exact same proportion and direction,
i.e. a 1-percent decrease in capacity led to a 1-percent decrease in demand.

Acceptors’ elasticity takes values near 1 in Treatments LP and HP, while it does
not significantly differ from zero in Treatment F. This is because the two proportional
quotas make dτ change in a one-to-one ratio with capacity, whereas the fixed quota
makes no such adjustment. More interestingly, the demand of rejectors and subjects
in the baseline is always inelastic, that is the percentage decline in demand is less
than the percentage decline in capacity. On average, a decrease in capacity from
100 to 50 Energy Units made demand fall by 42 percent in the baseline and by
between 18 and 46 percent in the treatments. This relative insensitivity of demand
makes miscoordination and outages considerably more of a problem under capacity
shortages than under no-shortage conditions.

Table 3 shows Tobit estimates of the determinants of individual energy demand.
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Figure 4: Elasticity of demand with respect to capacity
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The lower- and upper-censoring limits are 0 and 20, respectively, as demand is
bounded within this interval. In column 1 demand is regressed on the set of ex-
planatory variables introduced in Section 5.1, including all control variables, plus
treatment and round-capacity dummies. The coefficient on Energy saving score fails
to reach statistical significance, while the coefficients on other variables are signifi-
cant at the 5 percent level or better. All else constant, mean individual demand in
Treatments F, HP and LP was −3.9, −3.2 and −4.8 Energy Units lower than in the
baseline, respectively. Completion time has a significant but very small effect.

In column 2 treatment dummies are interacted with acceptance and rejection
dummies. The reference category continues to be the untreated Baseline. Inclusion
of the interaction terms makes the coefficients on Altruism and Climate change
skepticism lose significance. Similar results are obtained when restricting the sample
to rejectors and subjects in the baseline, i.e. to all those subjects who could demand
up to 20 Energy Units. The estimates reported in column 3 show that a unit increase
in Risk tolerance is associated with a 0.27 increase in demand, and that Green Party
supporters demanded less than supporters of other parties.

Finally, in column 4 the sample of observations is restricted to acceptors. The
only significant coefficient is that on Altruism, further confirming that acceptors’
decision to demand less than dτ was driven by pure or warm-glow altruistic motives.
On average, acceptors in Treatment HP demanded about 3 Energy Units more than
acceptors in Treatment LP, whereas acceptors’ demands in Treatments F and LP
do not significantly differ from one another.

Figure 3 and Table 3 show that rejectors’ mean demand was up to 5 Energy
Units higher than demand in the baseline. This difference may be due to either or
both of two factors. First, the baseline sample partly consists of subjects who would
have accepted a quota if offered one. Since acceptors tend to be more risk averse
and altruistic than rejectors, we expect these subjects to have demanded less than

18



Table 3: Determinants of individual demand (Tobit estimates)

Dependent variable: individual energy demand
Pooled estimates, robust SEs in parentheses

(1) (2) (3) (4)

Risk tolerance 0.229*** 0.095* 0.235** −0.019
(0.075) (0.050) (0.116) (0.026)

Altruism −0.310*** −0.102 −0.140 −0.089**
(0.104) (0.076) (0.164) (0.043)

Climate change 1.907** 0.096 −0.044 0.120
skeptic (0.792) (0.614) (1.086) (0.204)
Energy saving −0.374 −0.182 −0.765 −0.016
score (0.268) (0.190) (0.471) (0.090)
Green Party −1.049** −0.841** −2.072*** 0.094
supporter (0.454) (0.314) (0.772) (0.152)

F quota −3.978***
(0.477)

HP quota −3.252***
(0.422)

LP quota −4.810***
(0.451)

F quota 1.644*** 1.853***
× rejector (0.535) (0.640)
HP quota 4.078*** 4.979***
× rejector (0.803) (0.982)
LP quota 2.081*** 2.613***
× rejector (0.598) (0.701)
F quota −8.525*** −0.177
× acceptor (0.335) (0.125)
HP quota −5.097*** 3.179***
× acceptor (0.321) (0.121)
LP quota −8.344***
× acceptor (0.321)

Completion time −0.003*** −0.002*** −0.009*** −0.001
(0.001) (0.001) (0.002) (0.001)

Control variables yes yes yes yes
Round-capacity yes yes yes yesfixed effects
Observations 1600§,† 1600§,† 822§ 778†
§277 right-censored observations.
†3 left-censored observations.
One, two, and three asterisks denote significance at the 10, 5, and 1 percent
levels, respectively.
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potential rejectors, thereby lowering baseline mean demand. Second, rejectors may
have tried to reap some advantage from acceptors’ decision to reduce their maximum
possible demand. To see this note that in line with the argument in the proof of
Proposition 2, the possible spare capacity resulting from the introduction of a quota
reduces the likelihood of causing an outage when making a high demand.

In Appendix D we use coarsened exact matching (CEM) to mitigate self-selection
bias. The treated and control units here consist of rejectors and subjects in the
baseline condition, respectively. The CEM-weighted estimates seem to confirm that
the decision to reject a quota tends to increase demand relative to a counterfactual
in which no quota is offered. Although this finding should be taken cautiously (see
the discussion in the appendix), it provides an argument against the disclosure of
information about quota acceptance rates. If an energy provider chose to make
this information public, a potentially non-negligible fraction of users would consume
more than they would otherwise, therefore making the quota scheme less effective.

5.3 Individual and group outcomes

We are now well-positioned to examine the effect of voluntary quotas on aggregate
demand and consumption. To this end, since our observations are independent by
design, we constructed ten-person simulated groups for each treatment condition (as
in e.g. Niederle et al. 2013 and Buso et al. 2021). Each group is a unique random
combination of subjects sampled without replacement. Given the high number of
possible combinations (which is in the order of 1016), for computational convenience
we randomly selected 20,000 different groups per treatment, that is 10,000 different
combinations of 10 subjects per subtreatment. By subtreatment we mean an ele-
ment of {Baseline, F, HP, LP}×{Shortage, No shortage}. For example, subjects in
Subtreatment (HP, Shortage) were offered the high proportional quota and experi-
enced a capacity shortage in Round 2. To achieve balance in covariates across all
treatments, observations were post-stratified as described in Appendix A.1.

Table 4 lists summary results for group demands and payoffs, the fraction of
groups that experienced an outage (henceforth outage rate), and payoff inequality.
The table is complemented by Figures 5 and 6, which plot kernel density estimates
of individual (top rows) and group (bottom rows) demands and payoffs. The first,
second, and third columns of the figures present the results for Round 1, Round
2100, and Round 250, respectively. Vertical dashed lines denote capacity.

We first consider the untreated baseline. Mean group demand ranged between
132 and 135 under no-shortage conditions, and decreased to just below 100 when
capacity was halved. The density curves of individual demand have maxima at 5,
10, 15, and 20. The fraction of subjects who demanded exactly one tenth of capacity
was 37.2 percent in Round 1 and 35.3 percent in Round 2, while the fractions of those
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Table 4: Group outcomes

Acceptance Round Group Outage Group Gini
rate (%) demand rate (%) payoff coefficient

Baseline
1 136.05±15.78 98.85 1.10±10.24 0.99

2100 132.17±15.33 98.22 1.69±12.59 0.99
250 98.41±16.85 99.99 0.01±0.48 0.99

F quota 53.83
1 93.78±18.59 34.83 60.55±32.44 0.48

2100 95.60±18.25 37.82 58.90±33.93 0.49
250 74.94±16.09 94.45 25.05±8.22 0.50

HP quota 76.91
1 105.31±12.90 62.16 75.34±16.97 0.28

2100 109.56±13.12 74.56 71.65±16.79 0.31
250 62.68±13.46 77.10 38.07±6.57 0.24

LP quota 64.05
1 90.65±17.38 27.75 66.77±27.22 0.40

2100 86.98±16.36 20.18 70.20±24.07 0.36
250 57.60±16.20 64.01 24.10±13.69 0.48

who demanded strictly more than one tenth were 52.3 and 55.6 percent, respectively.
Consistent with the prediction in Section 4, the group demand curves in Figure 5
lie almost entirely to the right of their respective capacity line, that is, outages
were the rule rather than the exception. Only about one percent of groups did not
experience an outage when capacity was 100, and virtually no group succeeded in
doing so when capacity dropped to 50. As a result, the individual and group payoff
curves in Figure 6 skyrocket upwards as payoff approaches zero.

The above results serve as a first benchmark for assessing quotas. In Treatment
F, the quota made mean group demand remain below the capacity threshold both
in Round 1 and in Round 2100, resulting in an outage rate of 34.8 and 37.8 percent,
respectively. The distribution of group payoffs under no-shortage conditions is bi-
modal: 25.6 percent of groups earned an aggregate payoff between 15 and 25 (in
which case capacity was typically exceeded and only acceptors had their demand
met), while 55.6 percent earned a payoff of 70 or more (in which case individual de-
mands summed to less than capacity). However, due to the high number of rejectors
with an inelastic demand, in the event of a capacity shortage the outage rate rose to
a lacklustre 94.4 percent, which makes the F quota the least effective in preventing
outages. The share of individuals who received a payoff of zero ranged from 20.7
percent in Round 1 to 41.1 percent in Round 250.

The HP quota was the most effective in sustaining consumption and payoffs,
which at the individual level averaged more than 7 when capacity was 100 and 3.8
when capacity was 50. The proportion of subjects who consumed no energy was
17.8 percent in Round 1, 23.0 percent in Round 2100, and 17.3 percent in Round
250. These results were obtained at the expense of demand reduction and grid
stress alleviation, as mean group demand exceeded capacity both under no-shortage
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Figure 5: Individual and group demands (kernel density estimates)
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and under shortage conditions. The outage rate thus remained considerably high,
ranging between 62.2 and 77.1 percent.

Finally, The LP quota performed best in terms of outage prevention. Due to the
tight constraint on demand and the relatively high number of acceptors, mean group
demand remained below capacity both in Round 1 and in Round 2100. In the latter
case the outage rate reached its minimum of 20 percent. Under shortage conditions,
group demand exceeded capacity by some 8 Energy Units and the outage rate rose
to 64 percent, which is rather high but more than 35 percentage point lower than
in the baseline (and roughly 13 percentage point lower than in Treatment HP). The
proportion of individuals who consumed no energy was 14.8 percent in Round 1, 11.1
percent in Round 2100, and 28.6 percent in Round 250. It is also worth mentioning
that the LP quota outperformed the F quota in terms of both group payoff and
outage rate under no-shortage conditions, and in terms of only the outage rate
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Figure 6: Individual and group payoffs (kernel density estimates)
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under shortage conditions (since the mean group payoff in Round 250 is slightly
higher in Treatment F than in Treatment LP). A Mann-Whitney test found that
although small, this difference in group payoffs is statistically significant (p-value
< 0.001). To see why this is the case, note that while on the one hand Treatment
LP had a lower number of rejectors who received a payoff of zero, on the other hand
acceptors’ maximum possible payoff in Round 2100 is lower with the LP quota than
with the F quota. On average, the first effect outweighed the second.

The last column of Table 4 reports the Gini coefficient of payoff inequality, cal-
culated using all simulated group observations. The baseline values of the coefficient
are all close to unity, since only a handful of subjects received a positive payoff while
others got nothing. The Gini calculated for the treatments instead ranges between
0.28 and 0.50, with lower values corresponding to a higher proportion of subjects
who accepted the quota and secured a stable consumption level for themselves. In-
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equality is highest in Treatment F, due to the considerable number of rejectors who
experienced one or more outages, and lowest in Treatment HP, which maximizes the
quota acceptance rate.

6 Concluding remarks

This paper explores the potential of voluntary quotas as a means of curbing resource
consumption while enhancing consumption security. To this end, we conducted an
experiment with a Nash demand game in which subjects are given the option to limit
their maximum consumption in exchange for being assigned a priority status and
being certain to receive their demands. Individuals are under no obligation to accept
the quota, and the decision to do so allows them to self-regulate their consumption
to a sustainable level.

Our main findings provide support for the following. First, individuals are slow to
adjust their consumption to sudden reductions in supply. For instance, in our base-
line condition, when energy capacity was reduced by half, we observed an average
decrease in demand of around one-third. This inelasticity highlights the potential
benefits of implementing measures aimed at reducing demand at times of supply
shortage. Second, although voluntary quotas seem not to be sufficient to prevent
outages entirely, they might nevertheless play a valuable role in reducing aggregate
consumption and grid stress. Our experimental results show that depending on the
specific quota scheme implemented, group consumption and the outage frequency
decreased by up to 30 and 80 percent compared to the baseline, respectively. Third,
the choice of which type of quota to implement would largely depend on the energy
provider’s objective. For example, if the provider were mainly interested in sustain-
ing consumption, then a quota of the HP type would likely be the most effective
option. If, instead, the provider were keen about reducing the frequency of outages,
then implementing a quota of the LP type may be more appropriate.

Several research questions remain. Here we outline some of them. An avenue for
further research is to examine the influence of experience on quota acceptance and
demand decisions. This could be achieved through an experiment comprising numer-
ous rounds where participants receive information on past play and are periodically
given the chance to reconsider their decision to accept or reject the quota. Another
important question related to the discussion in Section 5.2 is whether and how the
provision of public information about quota acceptance rates affects individual be-
haviour. This too may be investigated using an experiment specifically designed for
this purpose. One may furthermore devise an incentive compatible menu of quotas
that impose different restrictions on demand and bestow users with different priority
statuses. Finally, a field experiment could be used to seek further support for the
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external validity of our results. Work along each of these lines would certainly pave
the way to a better understanding of the effects of voluntary quotas.

Replication files

The preregistration document and the data and code for replicating the results of
this paper are available at https://osf.io/6rvxz/?view_only=9e5b558380224e
299f604603b9ca26c1. All files are licensed under a Creative Commons Attribution
4.0 International (CC BY 4.0) license.
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Appendices

A Sample characteristics

Table A1 summarizes the characteristics of our sample. Small differences in the
number of observations per treatment are due to the algorithm used by Prolific to
replace dropouts. Energy saving behaviour, socio-economic status, risk tolerance,
and altruism were assessed as described in the main text. The last column reports the
p-values of tests for differences across the four treatment groups. Group comparisons
for continuous and binary variables were performed using the Kruskal-Wallis test and
Fisher’s exact test, respectively. The null hypotheses are never rejected, meaning
that characteristics tend to be balanced across treatments.

Table A1: Sample characteristics

Baseline Treatment F Treatment HP Treatment LP
Kruskal-Wallis or
Fisher’s exact
test (p-value)

Age 32.36±7.26 32.25±6.88 31.62±6.84 32.19±7.04 0.654
Females (%) 45.73 50.99 49.25 54.04 0.413

Ethnic minority 12.56 17.33 16.42 18.18 0.425members (%)
University graduates (%) 67.84 68.32 71.14 71.72 0.782

Unemployed 6.53 6.93 5.47 7.07 0.912
Believe in 91.46 91.09 95.52 93.94 0.243climate change (%)

Green Party 11.56 12.38 11.44 12.12 0.991supporters (%)
Subjective socio- 5.26±1.47 5.10±1.53 5.23±1.47 5.29±1.62 0.676economic status
Energy sav ing 1.97±0.57 1.94±0.54 2.04±0.61 2.05±0.61 0.310score
Risk tolerance 5.43±2.16 5.46±2.19 5.26±2.36 5.41±2.23 0.923

Altruism 1.09±1.60 1.14±1.57 0.92±1.43 1.09±1.35 0.227

Completion time (min.) 3.10±1.70 3.90±2.79 3.98±2.67 3.85±1.95

Observations 199 202 201 198

The most notable between-group differences concern Sex and Climate skepticism,
as both variables are significant predictors of quota acceptance (see Section 5.1). The
share of females is lowest in the untreated baseline and highest in Treatment 3, while
the share of climate skeptics is lowest in Treatment HP and highest in Treatment
F. In order to maximize the power to detect a difference, we compared these group
pairs using a one-sided Fisher’s exact test without multiple-testing corrections. The
difference in sex composition between the baseline and Treament LP is significant
at the 10 percent level (p-value = 0.060), and so is the difference in climate beliefs
between Treatments HP and F (p-value = 0.056). In Section 5.3 we use post-
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stratification to minimize the confounding effect of imbalances in these two variables.
The stratification procedure is outlined below.

A.1 Post-stratified random group formation

Post-stratification involves assigning sampling weights to observations according to
the joint distribution of some variables. The simulated groups used for analysis
in Section 5.3 were formed so that the joint distribution of Sex and Climate skep-
ticism in each subtreatment matches the distribution in the whole sample. Post-
stratification weights were thus constructed based on four variable combinations:
non-skeptic females, skeptic males, and so on. As an illustrative example, let w be
the fraction of climate skeptic males in the overall sample, let ws be the fraction of
skeptic males in Subtreatment s, and let ns be the number of observations in Sub-
treatment s. The sampling weight assigned to each skeptic male in this subtreatment
is the ratio w/ws, which implies that each has a probability of (10w)/(nsws) to be
in each of the 10,000 combinations drawn for Subtreatment s.

Table A2: Sample characteristics after post-stratified random group formation

Baseline Treatment F Treatment HP Treatment LP

Age 32.21±7.22 32.24±6.80 31.73±6.90 32.42±7.05
Females (%) 50.09 50.07 50.09 48.69

Ethnic minority 12.03 16.95 15.72 18.62members (%)
University graduates (%) 67.77 68.31 70.94 72.43

Unemployed 6.56 6.80 5.37 6.59
Believe in 92.95 92.98 92.98 93.02climate change (%)

Green Party 11.70 12.63 11.08 11.87supporters (%)
Subjective socio- 5.24±1.48 5.12±1.53 5.23±1.51 5.30±1.63economic status
Energy saving 1.97±0.57 1.94±0.54 2.03±0.61 2.04±0.61score
Risk tolerance 5.37±2.16 5.45±2.17 5.26±2.36 5.48±2.22

Altruism 1.10±1.59 1.12±1.52 0.91±1.42 1.10±1.37

Completion time (min.) 3.11±1.69 3.90±2.81 3.97±2.63 3.86±1.92

No. of groups§ 20,000 20,000 20,000 20,000
§Each simulated group is a different random combination of 10 subjects, sampled without replace-
ment and with weights calculated as described in the text. The values in this table are therefore
based on 200,000 data units per treatment.

The characteristics of post-stratified random groups are reported in Table A2.
The fraction of females now ranges between 48.69 and 50.09 percent, while the
fraction of subjects who believe in climate ranges between 92.95 and 93.02 percent.
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Importantly, the stratification procedure did not cause any substantial change in the
distribution of other variables. For instance, the fraction of Green Party supporters
ranges between 11.08 and 12.63 percent, while mean Risk tolerance and Altruism
range between 5.26 and 5.48 and between 0.91 and 1.12, respectively.

B Mean acceptance probabilities

Figure B1: Mean acceptance probabilities by treatment, Risk tolerance, and Altru-
ism
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Figure B2: Differences in mean acceptance probabilities (HP quota vs. F quota)
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Figure B1 shows mean estimated acceptance probabilities by treatment at dif-
ferent values of Risk tolerance and Altruism (while holding all other variables con-
stant). Estimated probabilities are based on the logistic regression reported in the
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third column of Table 2. Brighter and darker colours represent higher and lower
probabilities of acceptance, respectively. Predictions at extreme values are given at
the four corners of each heatmap; for instance, the estimated probability of accept-
ing the F quota when Risk tolerance = 10 and Altruism = 0 is approximately 41
percent. In Figure B2 we show that consistent with our discussion in Section 5.1,
the difference between the probabilities of accepting the HP and F quotas increases
with Risk tolerance and decreases with Altruism.

C Changes in individual demand

Figure C1 plots the distributions of demand changes between Round 2 and Round
1 for subjects who did not experience a capacity shortage. The horizontal axis
measures the difference between di,2100 and di,1.

Figure C1: Changes in individual demand by treatment and acceptance or rejection
choice
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n = 33
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For each treatment and acceptance or rejection choice, we performed a non-
parametric sign test of the null hypothesis that the median value of di,2100 − di,1 is
zero. As shown in Table C1, the null is rejected only for acceptors in Treatment LP.
However, the distribution of demand changes is in this case so tightly concentrated
around zero that it would be difficult to explain it as due to hedging. Moreover,
since acceptors can obtain a payoff of d with certainty, they have no reason to hedge
their demands. Overall, we interpret these results as indicating that subjects tended
not to exploit hedging opportunities.

Table C1: Sign test p-values

p-value

Baseline 0.7493
F quota, rejectors 0.1338
F quota, acceptors 0.5488
HP quota, rejectors 0.7266
HP quota, acceptors 0.5034
LP quota, rejectors 0.9999
LP quota, acceptors 0.0072
Null hypothesis: the median value of
di,2100 − di,1 is zero.

D Coarsened exact matching

To assess the effect on demand of self-selection in the rejectors group, we used
coarsened exact matching to match subjects in the baseline condition to rejectors
in Treatments F, HP and LP. CEM reduces bias by bounding the maximum im-
balance in the empirical distributions of pretreatment variables between the treated
(rejectors) and control (baseline) groups (Iacus et al. 2011, 2012; for applications see
e.g. Lyons and Zhang 2017 and Alvarez and Argente 2022). The idea is that matched
units in the control group would have likely rejected a quota if it had been offered to
them, and can therefore be used as counterfactuals. The CEM procedure consists of
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the following steps. First, each pretreatment variable is temporarily coarsened into
bins for matching purposes (for example, we coarsened education data into tertiary
and non-tertiary education). Second, observations are sorted into mutually exclu-
sive strata, each of which has the same values of all coarsened variables. Third, all
observations within any stratum which have no matches on pretreatment variables
in both the treated and the control groups are pruned from the data set. Finally,
the original uncoarsened values of the matched data are used to estimate the sample
average treatment effect on the treated, with weights that adjust for differences in
the numbers of treated and control units within each stratum. Stratum weights are
defined as 1 for treated units and (mC/mT )(m

ψ
T /m

ψ
C) for control units, where mT

and mC are the numbers of treated and control units in the sample, and mψ
T and

mψ
C are the numbers of treated and control units in stratum ψ.
Our set of pretreatment variables consists of the covariates which were found to

be significant in the first regression of Table 3, namely Altruism, Climate skepticism,
Education, Green Party support, Risk tolerance, and Sex. In the case of Altruism
and Risk tolerance, bin sizes were determined using the Sturges binning algorithm
(Iacus et al. 2012). Approximately 74 percent of observations were successfully
matched using this procedure.

Table D1: Effect of quota rejection on demand (CEM-weighted estimates)

(1) (2) (3)
OLS Tobit Tobit

Rejector 1.822*** 2.538*** 2.454***
(0.476) (0.712) (0.676)

Round-capacity no no yesfixed effects
Observations 610 610§ 610§
§219 right-censored observations.
One, two, and three asterisks denote significance at
the 10, 5, and 1 percent levels, respectively.

Table D1 presents pooled estimates of the sample average effect of rejecting a
quota. The dependent variable is individual demand, while the variable Rejector
is a dummy that equals 1 if a subject was offered a quota and rejected it. All
models were weighted based on CEM results. We stress that these findings lie on
the untestable assumption that, conditional on matched observables, the reason why
an observation belongs to the treated or control groups is not due to variables which
are correlated with demand. As such they should not be taken as definitive evidence
of a causal effect. In column 1 we report a simple difference in means, while in
columns 2 and 3 we report Tobit estimates with and without round-capacity fixed
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effects. The coefficient on Rejector is always significant and suggests that on average
rejecting the quota led to an increase in demand by about 2 Energy Units.
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