Choo and Atkins [19] give a parametric algorithm to evaluate the efficient
frontier. The algorithm uses only one-dimensional parametric linear
programming problem.

Parametric procedure of Choo and Atkins

Step L Solve (4.2) and (4.3) in order to obtain f,, f,.
Step 2 Starting from f; = w, and applying row parametric procedure,

determine w;, i=1, ..., r, such that Wy SW; S .. W, = f_1 and the
corresponding points ( y; , ;) , where w; occurs at the i-th basis change in the
parametric solution of Q(w; ).

Step 3 Let x; = Ztll— ,i=0, ..., 1, be the corresponding solution of P(w; ). Then

fB= ) Fix, ,x]

i=1

Parametric procedure of Cambini and Martein

Unlike Choo and Atkins, Cambini and Martein consider the bicriteria linear
fractional problem P for any feasible region (bounded or not). By means of the
Charnes - Cooper transformation applied to one of the two linear fractional

objective function (for instance the first one), problem P reduces to an
equivalent bicriteria problem where one of the objective function is linear, We

will refer to such a problem as:
CX + ¢,

P* : su sy Ao g) s XER={Xx: Ax=b,x =0}
p (ax ax + do) X { X x =0}
Congider the following scalar parametric problem
CX + ¢
P*(0) : su 0=ZB,X€R9

where R(0) = {x: Ax=b,ax=L-0,x=0}.
First of all, let us note that for any fixed 0, the linear fractional problem P*(8)

can be solved by means of a simplex-like procedure which works for any
feasible region, suggested by Cambini and Martein in [7, 8 ].
The following procedure is utilized for finding L.

Calculate Séps ax = M ; if M is finite then solve the following problem
X
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CX + ¢ " |
sup ﬁ, x & SN {x: ax = M}. If such a supremum is not finite then E=&

i CX + ¢, '
, otherwise set L = su » =S N {x:axz=M}.
Pax+ d,

If M = 4+ , there exists a feasible halfline r » whose equation is of the kind

CX + ¢
X=X,t+tu,t=0, such that sup ax = +» . Consider su L If
0 xepr xepr dx + d,

cX+ ¢
such a supremum is not finite then E = &, otherwise set L = sup ——2
P - ey dx+d,

The relationship between the optimal solutions of P*(8) and the set E of all
efficient points of P* is given [10, 55] by:
E= BE[OUB ! S(8) where S(6) is the set of optimal solutions of P*(0) (it

can be proved that S() is nonempty for any 6 > 0) and 8,5 = +% or is such
that z is increasing in [0, 8,,.x] and constant in [Bax » % ]; so, E can be
generated by performing a suitable post-optimality analysis on P*(9).

For a fixed value 6 of the parameter, let x* be an optimal basic solution of
P*(é\ ) with corresponding basis B; we partition the vectors x*, ¢ ,and d

as x* = (x*g, X*) , ¢ = (0, ¢y), d = (dg , dyy) and the matrix A = [(A; 2)] as
A=[B|N].

Set  Ty=oy-cgBN, dy=dy-dgBN, &y=ext4cy, dp=dx* +dy,

v=dg 8y~ Sy, ¥®) =y - 0w withw =), dy- Uy S » Where g and p,
are the last components of the vectors c;B™ and dzB™, respectively:
X*g(8) = x*g - 0 h where h is the last column of B™.

The parametric analysis is performed by studying the optimality condition

¥(8) < 0 and the feasibility condition X*5(0) = 0. With regard to the optimality

condition, set I, = {i: w; < 0}; if I, = ¢ then y(8) < O for any 8 = 0, otherwise

Y0 =<0 V6&([0,0,] where B, = inéh%l -;% = %{]:

With regard to the feasibility condition, set L={i:h>0}.

If 1,= then x*5(6) = 0 for any 0 = 0, otherwise x*g(8) = 0 V6 €[0, 0,]
X*p; X',

where 6, = min :
i€l hi "k
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As a consequence, for any 6 €[0, 8], where 0 = min {6,, 0,1}, x*5(0) is the
optimal solution of the problein P*(6); when 0> 8 and 6 = 9, , feasibility is

restored by means of dual-simple like algorithm; when 6>8 and 6 =6,

optimality is restored by means of Cambini and Martein’s algorithm [7].
The sequential method suggested for solving problem P*(0),0€]0,0__is

the following:
Step 0. Solve P*(0) and let x*5(0) be an optimal basic solution; set i = 0 and

go to step 1.

Step 1. Consider P”‘(Bi + 0), 0 = 0; calculate y(B), x*Bi(e), 0 and set

B”’I =0 + 8; x#gl*l = x*5'( 8) is an optimal basic solution for P*(0i+]), If
2(0'1) = (0", then 0= 0, stop; otherwise go to step 2.

Step 2 If 6 =6, < + then Xy, enters the basis by means of a simplex-like

pivot operation; set i = i+1 and return to step 1.

I 6= 0, < 400 , then xBj must leave the basis and a pivot operation is
o) o O
| ay 8j<0, 1€L, ¥j

step 1. Otherwise x*3"™1(6) is optimal for P*(61 + 8), 0,,.,= +% ; stop.

performed on % such that ; seti=i+1 and return to

When F,(x) and F,(x) have the same denominator dx+d,, problem P* reduces
to a bicriteria linear problem as outlined also by Dutta et al. in [24] which
compare their method with the one proposed by Nykowski and Zolkiewski
[58] which reduce the problem to solving the following three criteria linear
programming:

Xnéaé; (€4 +Chy s X+, -dx - dy) for Fyx)>0 ¥ xES, j= 1,2,

and

xrréa)st (clx+001,02x+002,dx+d0) for F(x)<0 Vx €8, i=1,2.

The method of Dutta et al. [24] is computationally less cumbersome than the

one of Nykowski et al. [58] which is sujtable for probiem with different
denominators.
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