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Abstract’

This paper examines the problem of relaxing the exclusion restric- -
tion for the evaluation of causal effects in randomized experiments -
with imperfect compliance. The exclusion restriction is a relevant
assumption for identifying causal effects by the nonparametric instru-
mental variables technique, for which the template of a randomized
experiment with imperfect compliance can represent a natural para-
metric extension. The full relaxation of the exclusion restriction yields
a-likelihood characterized by the presence of mixtures of distributions.
This complicates a likelihood-based analysis because it implies more
than one maximum likelihood point. We propose a constrained maxi- .
mization procedure for the case of a normally distributed outcomé. In
this case we do not need to impose any extra assumptions compared to
those usually adopted for the instrumental variables tecnique. Some
simulations based examples show the relative merits of this procedure.

Keywords: causal inference, noncompliance, exclusion restric-
tion, mixture distributions.

1 Introduction
The exclusion restriction is crucial in the identiﬁcation of treatment effects

in various causal inference methods. Historically, the assumption appeared
in the literature concerning the instrumental variables method which has-
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a long tradition in econometrics, and that has been applied in the context
of causal evaluation, for example, by Heckmann and Robb (1985), Angrist
(1990), Angrist and Krueger (1991), Kane and Rouse (1993), Card (1995},
and more recently by Ichino and Winter-Ebimer (2004). In particular, Angrist
cet al. (1996) showed that, under a suitable set of assumptions including the’
exclusion restriction, the nonparametﬂc method of instrumental variables ¢an
identify causal treatment effects for compliers, the individuals who would
receive the treatment only if assigned to it. Under a general approach to
causal inference, labeled the Rubin Causal Model by Holland (1986), the
exclusion restriction requires that the instrumental variable has not a direct
causal effect on the outcome. In terms of a linear regression model this
is equivalent to imposing the absence of a probab1hstlc link between the
~ instrumental variable and the error term.
Subsequently, research in causal inference turned from the nonpara.met»
ric instrumental variables method to parametric models; in particular with
the contribution of Imbens and Rubin (1997a) who introduced a suitable -
~ likelihood function for the analysis of randomized experiments with noncom-
‘pliance. The connection is in the fact that the randomized experiment with
imperfect compliance is a template that can be adopted for the identification
and estimation of treatment causal effects also in nonexperimental situa-
tions. Regarding the instrumental variables model, the template is that of
a randomized experiment with imperfect compliance in the sense that the
- particular instrumental variable adopted should have the role of a random.
" assignment for which the treatment does not necessarily comply. In this
parametric context, Imbens and Rubin (1997a) introduced a weak version of
the exclusion restriction requiring that the assignment to treatment has to be
unrelated to potentidal outcomes but only for noncompliers, the individuals
that would receive or would not receive the treatment regardless of whether
it is offered.

In spite of its 1mportance the exclusion restriction can often be unrealis-
tic in practice; however relaxing the assumption is not straightforward since
it is directly related to the identifiability of the paraietric models. Indeed,
without the exclusion restriction, the parametric models do not have unique
maximum likelihood points, but rather regions of values at which the likeli-
hood function is maximized (Imbens and Rubin; 1997a; Hirano et al., 2000).
Given this problem of identifiability, previous studies propose relaxmg the
assumption by relying on prior distributions in a Bayesian framework (Hi-
rano et al., 2000}, or by mt;roducmg auxiliary information from pretreatment
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variables in a likelihood- based context (Jo 2002).

The current study explores a new option, where we fully reia.x the ex-
c}usxon restriction without introducing extra information compared to the
usual set of conditions adopted to identify causal effect in the instrumental
variable framework (Angrist et al., 1996). Supposing a binary treatment and
a normally distributed outcome, we show that relaxing the exclusion restric-
tion introduce two mixtures of normal distributions in the parametric model.
But the estimation of mixed normal distribution models implies analytical
and computational difficulties due both to the singularities of the likelihood
function and to the presence of several local maximum points (McLachlan
and Peel, 2000). Moreover, here the analysis is complicated compared to
usual studies on univariate normal mixtures. This is principally due to the
switching of mixture component indicators that we will see complicates the
identification of causal effects. In order to resolve these complications, we
propose & maximization procedure constrained to a suitable parametric sub-
space, that can be identified by exploiting the 1nf0rmat1on supplied by the
usual instrumental variables set of assumptions. ‘

This article is briefly organized as follows. Section 2 introduces the com-~
plications that relaxing the exclusion restriction produces on a likelihood-
based analysis. In Section 3 we propose a restricted maximization procedure:
© its relative merits will be investigated by simulation studies in Section 4.

2 Complications ‘in a likelihood-based arialy-'-
sis when the exclusion restriction is fully
relaxed | -

‘A remarkable contribution to the parametric formalization of the instrumen-
tal variable technique in identifying and estimating the causal éffects is due to
~ Imbens and Rubin (1997a). The authors based the resulting likelihood func-
tion on the concept of potential quantities: the concept of causality we want
to adopt in this paper. Consequently, the population under study can be
subdivided in four groups that are characterized by the way the individuals
react, from a counterfactual point of view, to the assignment to treatment.
These groups are labeled compliance statuses. To clarify, assume the sim-
plest experimental setting wheré there is only one outcome measure (Y;),
and where the assignment to treatment (Z;) and the treatment received (D;)



are binary (Z; = 1 =assigned, Z; = 0 =not, assigned; D; = 1 =received,
D; = 0 =not received). In settings of imperfect compliance with respect to
~ an assigned binary treatment, and on the basis of the concept of potential

quantities, the whole population can be subdivided into four subgroups to -

characterize different compliance behaviors. Units for which Z; = 1 implies
D, = l:and Z; = 0 implies D; = 0 (compliers) are induced to take the
treatment by the assignment. Units for which Z; = 1 implies D; = 0 and
Z; = 0 implies D; = 0 are called never-takers because they never take the
treatment, while units for which Z; = 1 implies D; = 1 and Z; = 0 implies
D; = 1 are called always-takers because they always take the treatmenf; Fi-
nally the units for which Z; = 1 implies D; = 0 and Z; = 0 implies I); = 1 do
exactly the opposite of the asmgnment and are called defiers. Each of these
four groups define a particular compliance status.

Let Yi(Z; = z, D; = d) with z € {0,1} and d € {0,1} be the potentlal
outcome with respect to the assignment, z, and to the treatment, d. The ex-
clusion restriction implies that ¥;(Z; =1, D; =d) = Y;(Z; =0, D; = d). In
order to achieve a complete relaxation of the assumption, the current study
employs a maximum likelihood estimation approach which is known to be
often more efficient than the instrumental variables framework in the iden-
tification and estimation of causal effects for compliers (Imbens and Rubin,
1997a; Little and Yau, 1998; Jo, 2002). At these purposes let introduce this
set of assumptions: :

Assumption 1 S.U.T.V.A. (Stable Unit Treatment Value Assumptz’én)' by
which the potential quantities for each unit are unrelated to the treat- .
ment status of other units (Angrist et al., 1996);

Assumptiori 27 Random assignment to treatment” by which the probabil-
ity to be assigned to the treatment is the same for every unit (Angrist
“et al., 1996); -

Assumption 3 ’;Monotonicz’ty ” imposing the absence of defiers (Angrist et
al., 1996); . :

Assumption 4 normal distribution for the outcome.

The likelihood function for a randomized experiment with imperfect com-
pliance, under the previous 1-4 assumptions, and adopting the parameter set



proposed by Imbens and Rubin (1997a), can be written:

L(e) = H _ (l;ﬂ)'wa'N (y'i-llu'LIO?dﬂ-G)x . H .ﬂ"wn'N (y'fllruni:gnl)
iee( D=1, Z;=0) . i€g(Dy==0,7;=1) .

X H (U [wa -N (y3|lua17 Ua.l) + We - N (y‘ii“claacl)]
teg{In=1,Z;=1) :

X H (1 - 7T‘) ) [Ldn "N (yillu'nﬂao.nﬂ) + we N(yi|p'c030-d))} 3 (1)
) 'EEC(DQ',:—“Q,'ZZ'zO) .

- Q: {0 = (wt,gtz,atz,'rr)eRm|Zwt = i; W >0V o >0VEVZ < < 1}
. T . .

where: ¢(D; = d, Z; = z) is the group of the units assuming treatment
'd and assigned to the treatment 2; w; is the mixing probability, that is the
probablllty of an individual being in the ¢ group, t = a ( always-takers), n
(never-takers), ¢ (compliers); i, is the mean of ¥; for the units in the ¢ group
‘and assigned to z; oy, is the standard error for the units in the ¢ group and
assigned to z; 7 is the probability of assignment to treatment P(Z; = 1). -
Then (1) factors in four terms, where any. term refers to a group ¢(D; =
d, Z; = z). In particular the units in group ¢(D; = 0, Z; = 0) are a mixture
of compliers and never-takers, and the units in group ¢(D; = 1,Z; = 1} are a
mixture of compliers and always-takers. The maximization of (1) faces both
analytical and computational dlﬁicultles due to these two mixtures of normal
distributions involved. .
In order to explain the reasons of these difficulties, we will consider the
~ genéral density for a mixture of normal dzsi:rzbutzons with unequal variances:

y1 9) th y} Fops th) 3
where

2:0 = {(wl, Wy by ey Py T ,UT)€R3T1th—1 wy >0, o*h>0 \/h,}
e ] .



and for which the éorrespoﬁding likelihood is:

L(@ H Z W - N (ys; Juha Jh) : : (2)
J= 1hr~=1 . :
" The first problem associated with maximum likelihood estlmation arises
from the unboundedness of (2) on 2 {Day, 1969). A global maximum likeli-
hood estimate does not exist, and moreover the unboundedness of (2) causes
failures of optimization algorithms of both the EM and quasi-Newton types
(Fowlkes, 1979; Redner and Walker, 1984; Hataway, 1985). Despite the un- -
bounduess of (2), Kiefer (1978) demonstrate the existence of a strongly con-
‘sistent and efficient local maximizer. However with mixture models the like-
‘lihood function will generally have multiple roots. The local maximum points
that do not correspond to the consisterit maximizer are usually indicated as
”spurious” maximum points. Day (1969), showed that local maximum points
corresponding to parameter points having at least one variance component,
o3, very close to zero are generated by groups of few outliers. :
Given these problems, previous studies proposed some alternative meth—
ods for identifying the consistent maximizer of (2). For example, Hataway
(1985) suggested a likelihood maximization restricted to appropriate parame-
ter subspaces whose identification is supported by apriori information about
the various variance components ratios. This approach suggests a maximiza-
tion procedure restricted to the parameter subspace Satisfying:

Vhl hHE{l, ,T} O'hr/O'hH>C>0

The global constrained maxirmizers shares all the good asymptotic pro-
prieties of the consistent maximizers of (2). The only problem in practice is
to choose a value for ¢ for which the {rue parameter vector satisfies the con-
strain. For this reason, McLachlan e Peel (2000) proposed an approach based
on running a sequence of unrestricted maximization procedures, followed by
an analysis of the local maximum points located in order to detect the spu-
rious ones. After these checks, the authors take the MLE of 8 to be the root
of the likelihood function corresponding to the largest of the remaining local
maximum points located.

-In order to obtain a bounded l1kehhood an aiterna,tlve and more recent
method concerns the introduction of a penalized term, p(oy, .., o7), it (2)
(Ridolfi and Idier, 2002). The authors showed that if p(oy,..,07) is the



product of 7" inverse Gamma distributions, the resulting penaiized likelihood,

LP (8) < L(8) plo1,..,or), is bounded. .
In spite of the existence of various alternative methods far a hkehhood-

based analysis of (2), an equivalent analysis of the function (1) is more com-

plicated because of the label switching problem, that occurs when some of

the labels of the mixture components permute. It is well known (McLachlan
and Peel, 2000) that for a finite mixture of distributions in the same class, =
f(x;8) = SF_; wh fu(x; 8), the parameter vector @ is not identified: Be-
cause of f(x; @) is invariant under the T'! permutations of the component la-
bels in 6, then only a class of distributions f(x; 8) is identified. For example,
if posing T' = 2 in (2), then the presence of two component densities N (y]@,)
and N (y|0,), with 8 = (uy,06) b = 1,2, implies that f(y;8) = f(y;6") if
the component labels 1 and 2 are interchanged in 8. This means that only
the set of parameter vectors invariant respect to the order of labelling the
components is identified. Consequently the likelihood functions for mixtures.
having all the 7" components in the same class are invariant respect to the
T'! permutations in the labels. Though the label switching is not a relevant
problem in the maximum likelihood estimation of a same class components
mixture model for cluster analysis purposes, the estimation of a random-
ized experiment with imperfect compliance without exclusion restnctzon can
* suffer from this inconvenience. :
In order to clarify, we shall introduce an alternative form of the para-
meter vector, more appealing in this mixtures-based approach. - The sub-
vector wy = (wa,wn,wc) can be indeed decomposed and substituted with
Wiy = (Wap, Wal, Wnps Wni, Wed, We1 ), Where wy, is the probability of an individ-
ual being in the group of the units having compliance status ¢ and assigned
to z, v(C; = t, Z; = z). The proposed decomposition is feasible if takmg -
into account that Wiy = th( = 17 + wi I(Z; = 0) (1 — ), where I(") is
an indicator function, and it produces the likelihood function:

L (6) = ' H ) Weap N (yiiﬂaﬂﬁaa()) X H Wnt - N (yi“l'niao'nl)
ice(Dy=1,2;=0) : i€ Dt} Zy==1)

x JI  war N (@ilitars 0ar) + wer - N (@ilpser, 0c)]
i€ (D=1,Z;==1)

x II  [wno N (Wilttegs on0) +weo - N (gilpheos0e0)],  (3)
4e6(D;=0,%;=0) : ‘ }



0 {0. = (Wi, Ptz Utz-)€R18| EZMZ =1; wp, > 0, Oty >0 VIV z} .

The parameter 7, that in a nnxtures—based analysis of (1) can be consid-
ered as a nuisance, has been eliminated in this new definition of 8. Moreover,
_the new parameter set allows to refer the mixing probabilities directly to the
counterfactual groups, v(C; = ¢, Z; = z), in which the population can be
‘subdivided. The straightforward relations between the different patterns
o(D; =d, Z; = z) and v(C; =t, Z; = z) are given by:

(D =1,Z=0) =v(C; = a, Z =0),
ADi=0,%; = 1) = v(C; =n, Z =1),
o(D; = 0,2 = 0) = v(Cs =, Zi = 0) Uv(Ci = ¢, Z =0),

§(D5=1,Z¢=1)W’U(Cz’=a, Zg=1)U’U(C —C, 3———1)

Like in every maximum likelihood analysis of a finite mixtures model
for cluster analysis purposeés, the wrong labelling of the components for at
least one mixture in (3) does not imply difficulties in the identification of
the model. But this is not the case for causal inference purposes. The
causal effects from a counterfactual point of view are indeed defined by the
three differences Ay = (py; ~ it0), Where t = a,n, ¢, and consequently their
identification necessarily implies a right labelling of all the components. For
example, let’s consider a hypothetical local maximum likelihood point, 0, for
which the component labels of the mixture composed by assigned always-
takers and assigned compliers permute. In this case the causal effects of the
-assignment to treatment for always-takers and compliers are not identified
because of the permutation of label components in 8. Indeed, the causal
effect for compliers A, in 8 would be wrongly identified by {4 — p,d}) instead
of (py — Heo)s 2nd the causal effect for always-takers A, would be wrongly
identified by (iz — tao) instead of (py — fgo)-



3 A res'tfict‘ed ML procedure

" We have noted in Section 2 that, because of the label switching problem,
a likelihood based analysis of a randomized experiment without exclusion
restriction faces more difficulties compared to the equivalent analysis of a
- mixture distributions model. In recent years, some methods for relaxing the
exclusion restriction based on exploiting extra information compared to the
assumptions 1-4 of Section 2 were proposed. For example, Hirano et al.
(2000) that worked in a Bayesian context adopting a relatively diffuse but
proper prior distribution, or more recently Jo (2002) that studied alternative-
‘model specifications allowing the identification of causal effects in the pres-
ence of observed pretreatment information. An alternative approach can be
proposed considering that the estimation of the mixing proportions {(w,, Wn,
w,) and of the subvector (Wao, Wai, Wno Wni, Weo, Wet) 18 straightforward out of
"a maximum likelihood context and without introducing extra assumptions
compared to 1-4 assumptions of the previous Section. In this Section we
will see that these estimated mixing proportions can indeed be the basis of
a maximum likelihood approach constrained to a;ppropria,te parametric sub-
spaces. We will also show how the EM algorithm can make the inference
relatively straightforward.

As outlined by Imbens and Rubin (1997b), given the mdependence of
assignment Z; and compliance status C;, the population proportions of type
C;, ¢, are known in a large sample: ¢, = P(D; = 1}Z; = 0); ¢, = P(D; =
0|Z; =1); q.‘:c 1 — ¢, ~ ¢,. These large sample proportions are equivalent to
the three mixing probabilities (w,, Wy, wc) from a frequentist point of view,,
and they can be estimated respectively by:

e the pr()portion of treated units in the group of not assigned units!:

ba=Til(Di=1, Z;=0)/ 3 1(Z: = 0),

e the proportion of untreated units in the group of assigned units: qi)n =

S H(Dy =0, Zy = 1)/ ¥, 1{Z; = 1),
e the difference: c}c =1- &50, - G%m

where I(-) is an indicator function.

1Lt indicate ¢>t the estimated probability being complance status ¢ on the analogy of
the Imbens and Rubin (1997b) notation.



Analogously, the popuiatlon proportions ¢,, of units in the group v(C’ =
¢, Z; = %) are known in large samples, for example: ¢, = P(D; =1, Z; = ()) _
Consequently, in the likelihood function (3), the subvector Wy, = (Wag, Wat; Wnd, Wai, Wen, Wel )5

can be estimated by c,btz = (¢ag, Dats B cgbm, qbca, gbd), that is a tra,nsfozcma~
thIl Gf ¢t - (¢a= ¢m ¢c) '

¢a0_21(1.) IZWG)

T

* d)al ¢’a qba.{)!

. Dy = =
¢n0:¢n ¢n11¢n1 Z (D 0 Z 1)3

.

X JI(D;=0,2Z,=0) 5
¢c0=z: ( )"‘%m(?bczm

S l(Di=1,2,=1) 4
‘ 5 = a1,

where 7 is the sample size. Now an approach to maxirize the likelihood

function (3) that exploits the information regarding the estimated mixing

proportions, can be proposed by constraining the maximization of the likeli-
hiood functzon to a neighborhood of ¢,,. This procedure would. identify the

ML
local maxinum " satisfying the constraints:

|¢a1 AMLI < ha,g_, i‘;bn@ n{) t < hnf)’

|be1 — AML|<hc1, I%o o |<hco - (4)

. But a difficulty in running this restricted procedure emerges if considering
~ that the constrains hal, ﬁno, fbd, and heo- have to be calibrated taking into
account the values Gat> Pros Py, and by The relative weight for a certain
value of the generic constraint hy, is clearly proportlonal to the corresponding
~ value ¢,,. A more direct control of the two mixtures in (1) or in {3) could
be achieved by imposing some constraints on the conditional mixing proba-
bilities: wyas = P(C; = #|D; = d; Z; = z). This requires reformulating 3)
in order to make the llkehhood as a function of wydz; the task is not difficult
if taking into account the relationship we, = Y4, (Wds » we|gz ), where wy, is
the joint probability to bé assigned to z and to take the treatment d. The
result-is: :

L@ = [ wioN@ltow)x I wor- N @it o)
ieg{Dy=1,Z;=0) ! teg{Dy=0,Z;==1) : o .
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x I win [wann o N @l 061) + wann - N Wl o)
1€¢(Dy==1,2;=1) . ) .

x I woo [weioo N Gslttng, 00) + waios - N (Bilttens 00)] ,  (5)
i€¢(Dy=0,2;=0) ‘ o

1O e (o 28 e - )
Q: {9 = (wt|dz, Wizy Hipy Utz)e-R Iw_nzu = Waion = Walin = Wallg = Welol = Wejtp = 0;

Zwtldz = Ezwdz = 1; Wilde > 0, Wy > O,U;z,> OViEvV Z} .

v d =z .
~ The three likelihood functions (1), (3) and (5) are equivalent for maxi-
mization purposes given the invariance property of maximum likelihood es-
timators. Again, as in the case of the mixing probabilities w; and w;,, the
estimated vector gbt 4 of the conditional probabilities wy4,, is easily obtain-
able out of a maximum likelihood context given the condltzons

Z&t;dz = 1,Wy|11 = Wajoo = Wajor = Waj10 = Wejor = Wejio = 0. (6)

This is possible with a simple transformation of q?btz, and results in the
proportions: :

¢)a.1 . é}cl . &5 5 (t%c()
¢a|11 qbal “+ é\bcl ’ ¢6!H ¢a1 + gbcl ? ¢n500 ¢n{) + q?)c(]’ ¢6!OO ¢n€} + ¢c0

s 10"1 %01“1

The new formulation (5) for the likelihood function allows a restriction of |
the analysis to a spherical neighborhood of qbﬂdz = (qbam, ';bcillﬁ qﬁnm, ¢c{00)

~ML
This procedure would identify the local maximum point 8 satisfying:
_ oML 14 oML
|¢a, a|11| = h’a |¢c§ c|1ll < h,
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_ Iq'bnlOD —Q%[{él S h’v 1¢c§00 Ac{,‘lf{)ﬁs < h. - (7) _
Compared to the previous set of constraints, (4), it is now possible to
perform a maximization restricted to a spherical neighborhood, avoiding the
“problem related to the relative weights of the constraints. The probabilities

in the four constraints (7) are indeed expressed conditionally on the mixture -
belongness, and for this reason the value of ¢>¢|dz does not matter in the choice

of h. The proposed restricted procedure? is then equivalent to a maximization
of the likelihood function (5) over the set: -

d.fa_ (., 28 _ _ o . — 0
0 {9 = (Wtidz:wdz:y'tza Utz)@R Iwnill == Wal0o = Wglo1 ™= Wn|10 = Welor = We1o = 0;

iqbt]dz wt]dz |<h Z tdz Zzwdz = 1; wt|dz >.0, wdz >0,00,>0VEV Z} .
) t

From a computatlonal point of view, the EM algorzthm can make the
inference relatively straightforward.. The EM algorithm is indeed attractive -
in making maximum likelihood inference because if the compliance status C;
was known for allunits, the likelihood would not involve mixtures. The com-
pliance status of the units in any of the two mixtres can be indeed considered
~ as a missing information whose imputation produces the so-called augmented
likelihood. Moreover, in our context the augmented log-likelihood function is
linear in the missing information, so the EM algorithm corresponds to fill-in
missing data and then updating parameter estimates. The imputation of
the unobserved compliance status is handled by the E-step; it requires the .
calculation of the conditional expectation of C; given the observed data and
. the current fit for 8. The compliance status C; can be represented by a three
component indicator ¢ = ¢ (complier), n (never-taker), a (always taker); at
the k-iteration the imputation probabilities, that is the conditional probabil-
ities of unit ¢ being type t given that the unit is in group (D; =d, Z; = z),
are obtainable by

' k—1) (k~1) A(k—~1)
(e Gt N i , Oty
B (B(k by dar . Nl "5 657)

td=\" )T L e k:iAk:l’
“ thgmzl) N(%W( ) ng ))

2]t }s worth noting that, under the conditions (6), imposing the four constraints (7)
is equivalent, for maximum likelihood purposes, to impose only two constraints, that is a
single constraint for any mixtures; for example 1mposmg only: i¢c11 —wer1] < A, |deco —
wcugl < h.
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where wgzzl), ﬁéf b , and gy,

lated during the (k — 1) 1terat10n :

The subsequent M-step maximizes the augmented log-—hkehhood by up-
dating the estimated parameter vector; partlcularly the updates of the con-
. ditional probabilities wgf}z, component means péz), a,nd component variances

k-1 . .
551 are the estimates of Wildzs iz Ttz CAICU-

(62, are given by:

(k1)
() 2uiec(Di=d, Zi=2) T (87 )

wt}dz - Ef,I (Dz = d; Z'.', - Z) ’

& (k=1) " 5" ‘
a9 =3 {r.0“ )y -wz>}/z{£tﬁz ) 12 =2},

i=1 =1

‘ W oAty [ (1) |
(o4 )>2 S (PR 7= z)}/z{ 0.0 1z = )},
il . . ) _

In order to satisfy the spherical constralints imposed in (7), the results .
from the M-step can be easily checked by introducing another step, im-
mediately after the M-step, to verify if at the % iteration the constraint
!qStl de ™ w§| gz; < h holds. Eventually, before passing to check the convergence,

the values wy d)z for which w,E‘ 4z > qbﬂdz + h have to be posed & wtidz ¢t g R

" and the values for which wii 0 < c,rbﬂdz — h have to be posed wtldz = qbﬂdz h.

4 Ex_amples based on artificial datasets

This Section proposes some simulation analyses based on artificial samples
from hypothetical distributions satisfying the assumptions 1-4 presented in
Section 2; we are therefore fully relaxing the exclusion restriction. The aim
is to study the characteristics of the local maximum points and the relative
advantages of the restricted maximization procedure proposed in Section 3.

4.1 Hypothetical population #1

Let’s consider a first artificial sample composed by 10000 units repeatedly
drawn. from a hypothetical population, HP#l whose distribution is shown
in Table 1.
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Table 1. Hypothetical popu-

lation #1 distribution.

t w (po 0i0) (P, 001)

a 04 (0,1) (1,12

n 025 (1,115  (2,1)
¢ 035 (6,0.85) (7,0.7)

7, = P(Z; = 1) =0.25

For this artificial sample, the local maximum points of the likelihood (5)
have been identified by using the EM algorithm. For these purposes, 100
unrestricted maximization procedures have been run, every time starting
with random values for the parameters. Like in Hataway (1986), the local
maximum point that corresponds to the consistent maximizer (here B1.4) is
taken to be the Iimit of the EM algorithm using the true parameter values
- as a starting point. As expected, more than one maximum point has been
identified. These points are listed in Table 2, where the mixing probabilities
wy = 4 Y, (War - wyez) are reported on the analogy of the parameter set
relative to the likelihood function (1). In summary, the 100 unrestricted
procedures produce: : '

— 22 times, convergence to the local maximum point corresponding
to the consistent maximizer, 0; 41, '

~— 74 times, convergence to spurious maximum points (92,#1, ‘@3,#1,
and 84.41), that we'll show are due to the label switching,

— 4 times, convergence to spurious maximum points, (0541, Os 1, O7 41,
~ and g 41), having at least one variance component very close to
Zero.

It is worth to note that, in any solution, the estimated parameters i,
a0, 1, 80 0y, do not change because they are always calculated as the
sample mean and the sample standard error of the units in group ¢(D; =
1,Z; = 0) and <(D; = 0, Z; = 1), respectively.
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‘ Tabie 2. Local maximum kikelihood points for a sample from the HP#I“

Grpn  Oon  Osm B441 Os61 Osu Or1 - Oz

w0400, 0400 0387  0.387  0.387 0400 0.48  0.387
W 0.250 0323 0250 0323 .0.062 . 0512 0512 0.062
e 0.349 0276 0361 0288 0549  0.087 . 0.001  0.549
1ot 0.001 0001 -0.001 _ -0.001  -0.001  -0.001 0001  -0.001
lay 1074 1076 6.999  6.098  7.002  1.093  3.854 _ 7.002
ho . 1022 5993 1020 5994 -2.977 3.913 3915  -2.431
fins 3076 . 2076 2076 2016 2076 2076  2.076 _ 2.076
e 5088  1.082  bO87  1.085  3.913  2.377 -5.379  3.913
fhoy 7000 7002 1.07r2 1.070  1.076 7012  0.855  1.076
Ges LO0OI 1001 1001 . 1.001  1.001  1.001  1.001 . 1.001
- 1148 1151 0.701 0702 0.697 1177 8110  0.697
Omt 1147  0.834  1.145  0.832  0.058  2.635  2.636 9 ¢[-95)
o 0003 0093 0993 _ 0003 0993 0993 0.993  0.993
Teo 0840 1.188 0841 ~ 1.161  2.635 _ 0.053  0.063  2.696
Tar 0.600 0697 1145  1.146  1.151 0684  0.01§  1.151

LogLik. -30164.6 -30225.5 -30177.4 -30267.1 -32684.6 -33208.4 -33232.9 -32692.8
AR 0.99386 - 0.99681. 0.99700 0.99683 0.99954 0.99954 0.99954  0.99970

“a: values in bold refer to mixtures for which the label switching produces a wrong -
disentanglement; values in italics refer to mixtures for which an estimated variance
component results very close to zero.

In order to study ﬁhe characteristics of the eight local maximum pomts,
it is useful taking into account the imputation probabilities 7“5? ?jz((')( 1}) that -
are calculated during the last E-step of the EM algorithm. Indeed the impu-
. tation probabilities can be used to obtain the Allocation Rate, AR {McLach-
lan and Basford, 1988), that represents a useful indicator for quantifying a
mixture disentanglement. It is calculated by averaging the higher 1mputat1on
probabllity for any unit:

5D
{Emax NORC )} n.

i==1

‘The AR is very hlgh for any solution of Table 2, therefore it does not
allow a discrimination between them.
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The comphance status of any single unit is known, given the simulative
context of this study. A comparison between the true units compliance sta-
tuses and the imputation probabilities, allows to vemfy the goodness of the
mixtures disentanglement at any identified local maximum point. In order
to clarify this idea, Table 3 shows the mean and the standard error of the
compliance status imputation probabilities calculated during the last itera-
tion of the. EM algorithm, for three local maximum points and classified for
the v(C; = t, Z; = z) groups.

For the units in group v(C; =t,Z; = z), indeed we pose:’

wr(AR) = {Siy 80" ) 1(Gi = 1,2, »_z)}/z I(Ci=1t% =

z), , :

and -

AR = {5 70 - (AR 10 =45 wz)}/f:, e’

t, Z; = 2},
where v = a (always-takers ) n (never-takers), ¢ ( complzers)

Table 3. Imputation probabilities means, avr(AR,), and standard errors, se(ARu)
. for some local maximum likelihood points for a sample from the HP#13.

v(C; =1, Z;=2) avr(AR,) se(AR,) avr(AR,) se(AR,) avr(AR.) se(ARc)

14 v(Ci=a, %=1 0997 0036 0 0 0.002  0.036
(C;, =7, Z; = 0) 0 0 0.090  0.060  0.009 _ 0.069
‘ o(Ci =¢, Z; = 0) 0 G 0009 0066 0990  0.066
. (G =c, Zi=1) 0009 0.066 0 0 0990  0.066
0o v(Ci=a,Zi=1) 0997 0033 0 "0 0.002  0.033
. O[C =n, Z; = 0) 0 0 5007 0.063 0092  0.063
WG =¢, Z; = 0) 0 0 0985  0.072 0010 0.072
w(Ci=c, Zi=1) 0003 0042 0 0 0.096 . 0.042
Bs01 U(Ci=a,Z=1) 0001 0034 0 0 0998  0.034
v(C; =n, Z = 0) 0 0 0.001 0.032 0998 0.032

v(C; = ¢, Z; = 0) 0 0 0 0 1 )
oCi=c, Z; =1) __0.996 _ 0.041 0 0 0003 0.041

$We do not report the probabilities of the imputation to groups v (C’- = a, & = 0) and
v(C;y=mn,2; 1), because the information available for the units belonging to these two
groups consent an exact imputation to the respective compliance statuses from the first
iteration of the EM algorithrm.
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We can observe that the assignment of the units to the compliance status
is satisfactory for the local maximum point corresponding to the consistent
maximizer, &, #1. For example, the first row of Table 3 shows that, for a
*unit belonging to group v(C; = @, Z; = 1), the final imputation probabil-

ity to be assigned to the aiwa,ys»takers status has a sample mean of 0.997
and a sample standard error of 0.036. This means that the units in group
v(C; = a, Z; = 1) are substantially and correctly considered as always~takers
during the subsequent M-step. Analogously, for a unit belonging to group
v(C; = ¢, Z; = 1), the final imputation probability to be assigned to the com-
pliers status has a sample mean of 0.990 and a sample standard error of 0.066.
Consequently, in the subsequent M-step the units in this group are substan-
tially and correctly considered as compliers. This is equivalent to stating a
good disentanglement of the mixture ¢(D); = 1, Z; = 1), if considering that
this mixture is produced by the union of the two groups v(C; = a, Z; = 1)
and v(C; = ¢, Z; = 1). Analogous motivations justify the good disentangle-
ment of mixture g(D = 0, Z; = 0) that is produced by the union of the two
groups v(C; = n, Z; =0) and v(C; =¢, Z; =0).
Now, let’s consider the local maximum point 0, 4 Where, dxfferently

from the previous point 8, 41, we can observe that the disentanglement of
(Dy=0,Z; = 0) is not satisfactory. Indeed Table 3 shows that, for the units
~ belonging to group v(C; = n, Z; = 0), the values of avr(AR,) and avr(AR,)
are substantially exchanged compared to &, #1. S0, these units are wrongly
assigned to the complier instead of the never-taker status. Analogously, the
values of avr(AR,) and avr(AR,) are substantially exchanged compared to
01 41, for the units belong to group v(C; = ¢, Z; = 0); therefore these units
are wrongly assigned to the never-taker status. Consequently, disentangle-
ment of ¢(D; = 0, Z; = 0) is wrong in the sense that units are substantially
assigned to the wrong compliance status. Solutions 05 w1 and 8, 41, that are.
not shown in Table 3, present analogous situations. In particular, solution
@3,#1 is characterized by an incorrect disentanglement of ¢(D; = 1, Z; = 1),
and solution 8,4 is characterized by the wrong disentanglement of both
mixtures ¢(D; = 1, Z; = 1) and ¢(D; = 0, Z; = 0). Anyway, the value of AR
is high for the three points 92 e 93 41 and 04 1

' The major consequence of the wrong mixtures dxsentangiement is in its -
influences on the parameter estimation via the imputation probabilities. The
mixing probabilities, (wg,wn,w.}, are indeed calculated, at the k iteration of

the EM algorithm, by averaging the imputation probabilities Tz(.flziz(@(kwl));'
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some illustrative details are in the Appendix. Analogous considerations hold
for what concerns the remaining components of the parameter vector, p,and
" 0y, that are calculated, in any group v(C; = t, Z; = z), at the M-step of the
EM algorithm by a Welghted likelihood maximization, where the 1mputat10n

probabihty, 5;;2(9{ ) is the wexght associated to any unit.

The remaining local maximum points (95 #1, 05 IR 9, #1 and By 1) share
the characteristics of the spurious maximum points usually identifiable in a
mixture analysis, that are points having at least one variance component very
close to zero and that are generated by groups of few outliers. For example,
let’s consider the local maximum point 85 4; in Table 3, for which we can
observe that units belonging to the mixture formed by v(C; = n, Z; = 0) and
v(Cs=c¢, Z; = 0) are substantially assigned to the compliers group. Only
two units, having a mean equal to -2.377 and a standard error equa.l to 0.053,
are indeed assigned to group v(C; = n, Z; = 0)*,

The investigation regarding local maximum likelihood pomi:s has been
supported by the analysis of imputation probabilities. In summary, we have
seen that spurious maximum points can be generated by two different sources;

"other than the usual one, that it is due to a small number of points grouped
sufficiently close together, the label switching matters in the 1dent1ﬁcat10n of
the point corresponding to the consistent maximizer.

We will continue our analysis by showing the performance of the maxi-
mization procedure restricted to set Q?: For any of the proposed value of h
(0.03, 0.01, and 0.005), we drew 100 samples each of size 10000 from HP#1.
For each sample, we started the EM algorithm with random values of the pa-
rameter vector, apart the components (wam,wcm,wn;’g‘),wcwg) that initially

had always been posed equal to (é&am, ébcm, &n]%, %0500). Table 5 shows the
‘restricted maximization procedure does not always converge to the solution
corresponding to the consistent maximizer; but this is not a relevant prob-
lem for this hypothetical population because of the easy identifiability of the
spurious solutions. Indeed, simple checks show the algorithm converges to
spurious points having at least a variance component close to zero, or to

points on the boundary of set Q}i’. Furthermore, as expected, the frequencies
of convergence to the consistent selution increase while h decreases.

1Even more evident is the case of g 1 where only a umt having value -2.431, is
assigned to the group v(C; = n, Z; = 0).
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“Table 5. Constrained maximization performances for some h on the HP#l
100 replications for any value of h.

- Convergence t0o spurious maximum points:

on the . . Q‘?’
boundary of Qf %nterzor to §2;,
Convergence ‘ _ having at least a due to the
h to the consistent . variance component label
- solution _ _  close to zero switching
0.03. = 25 73 2 0
gor . 30 ' 68 2 0
- 0.005 35 o 63 . 2 0

In order to evaluate the relative merits of the restricted maximization
procedure, we will continue our analysis drawing 100 samples of size 10000
from the HP#1. The maximum point interior to the subset Qf has been
identified for each of these samples by running the EM algorithm and posing
h = 0.01. Table 6 reports mean biases, root mean squared errors, coverage

rates of 95% confidence intervals, and mean widths of the intervals, for the.

repeated estimates of some parameters. The results are also compared to
other standard procedures: (i) the maximum likelihood method under the
weak exclusion restriction, by imposing only in (1): fy = Pagy Mnt = Mno
Oa1 = Oap, Op1 = Ong; (i) the C.A.C.E. (Compliers Average Causal Effect),
[te; — i, Obtained by the instrumental variables method.

Table 6 shows that the estimations of the compliers parameters based
only on imposing the weak version of the exclusion restriction systematically
presents mean bias and root MSE higher than those calculated without ex-
clusion restriction. The C.A.C.E. estimation obtained by the instrumental
variables method, that has a very high coverage rate but at the cost of a
dramatically higher mean width of associated 95% intervals is even worse.
It is to be put in evidence that the maximum likelihood analysis under the
weak exclusion restriction does not produce a only solution on the artificial
samples. For this reason, the analysis under the weak exclusjon restriction
has been restricted to a spherical neighborhood of @, = {gba, Brr qﬁc), posing
h == 0.01.
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Table 6. Operatmg characteristics of various procedures for rephcatlons from HP+#1

95% Interval

Parameter ‘Estimator - Mean bias Root MSE Coverage "\/I.ean
: , : - Rate width
Lo MLE restricted to m 0.002 0.079 . 0.947 0.312
- MLE under the ‘ ‘
, ~ exclusion restriction - = 0.204 0220  0.240 0.306
gy MLE restricted to QF 0.002 0.024 0.991 0.072
- MLE under the -
- exclusion restriction 0.256 0.272 0.237 - 0.377
o MLE restricted to f  0.004  0.041 - 0.947 0.163
MLE under the | '
" exclusion restriction 0,042 0.088 0.846 0.156
Oer MLE restricted to f —4.9x 10 0054 0940 - 0.224
MLE under the o ‘ ‘ :
- exclusion restriction = -0.006 0.061 0.920 0.216
C.A.CE. MLE restricted to f 1.1 x 10~ 0.096 0.940 0.368
" MLE under the o i
exclusion restriction = 0.051 0.111 0.912 0.368
IVE o -1.844 0 1.857 1.000 . 15.99

4.2 Hypothetical population #2

‘Now let’s consider another hypothetical population, HP#2, assuming the
same parameter values of HP#1, apart from a smaller value for the difference
(1o — Heo) as shown in Table 7. Our intention infact has been to get near
the values of the means in the mixture formed by never-takers and compliers
“not assigned to the treatment, ¢(D; =0,Z; =0). '
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Table 7. Hypothetical popu-

lation #2 distribution.

towy (40, 000) (1, 001)

a 04 (0,1) (1,12
n 025 (1,115) (2,1)

c 035 (1.2,085) (7,0.7)

7, = P({Z;=1) =025

Like in the previous subsection an artificial sample of size 10000 has been -
drawn, and thelocal maximum points of the observed likelihood (5) have been
~ identified by means of 100 unrestricted maximization procedures. Again, the -
Ioca,l maximum point that corresponds to the consistent maximizer (here
0, ) 18 taken to be the limit of the EM algorithm using the true parameter
values as a starting point. The unrestrmted procedures identify seven local
maximum points, Table 8:

o t};le loc§1 maximlim point corresponding to the consistent maxi-
~ miizer, 049, 25 times;

~ — three spurious maximum points due to label swvbehmg, (92 #2, 05 #29
and @4 40), 72 times in total;

— three spurious maximum points having at least onie variance com-
ponent very close to zero, (@5 42, B 42, and 7 42)-
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Table 8. Local maximum likelihood poinfs for a samplé from HP#2.

By 09,40 B4 0440 CB5.40 0542 07 o
Wa . 0.399 0.399 0.387 0.387 0.387 -0.399 0.487
W 0.249 0.250 - 0.235 0.236 - 0.062 0.062 0.513
We 0.350  0.349 0.376 0.376 0.549 - - 0.537 0.000
oo -0.028  -0.028 -0.028  -0.028 -0.028 -0.028 -0.028
a1 - 0.082 0.982 7.051 7.051 7.052 0.980 3.82%7 -
s 0072 1.203 0058  1.302  -3.0%6  -9.138  1.139
e 5000 2000 _ 2.000 2000 2000 2000 _ 2.000
Heo ' 1.255 1.026  1.249 1.034 1138 - 1.139 -2.238
P 7051 7061 0.081  0.981  0.082  7.050  -0.518
. Can + 0.996 0.996 - 0.996 0.996 0.996 0.996 -0.996
o 1170 1170 0.692  0.692  0.691 1168 . 3.178
Ta - 1.133 0.775 1.143  0.762 5.1 -107% 0.106  0.977
On1 0.965 0.965 .  0.965 0.965  0.965 0965  0.965
T 0.832 1.088  0.841 1.081 - 0.977 0.975 0.017
oy 0892 0602  Li70 1170 Li7L 0693 0.0/
Toglik, -272548 2700550 -27204.6 -07264.0 -28212.3 -28033.1 -28779.8
AR 0.83444 0.81526 0.84383 0.82637 0.99991 0.99990 0.99958

- .a: values in bold refer to mixtures for which the label switching produces & wrong
disentanglement; values in italics refer to mixtures for which an estimated variance
component results very close to zero. -

Compared to the results from HPH#1, we can observe a serious worsemng
of the mixture dlsentangiement The value of the AR is indeed decreasing
regarding both the consistent solution, 91 2, and the spurious maximum
~ points due to the label switching, 92,#2, 93,#2, and 94,#2, compared to the
- corresponding quantities of Table 2. Furthermore, it appears even more mis-
Jeading to confide in a judgement on the value of AR in order to discriminate
between the various solutions, if we take into account that now the AR is
higher for three spurious maximum pomts (95 #2 05 42, and 0, #2) than for
the consistent solution.

The reason for the worsening of _the values of AR can be investigated by
analyzing the values assumed by avr(AR,) and s.e.(AR,), v = a,n,c, in
the various groups v(C; = t, Z; = z). For this purpose, Table 9 shows that
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disentanglement of the mixture ¢(D; =0, Z; = 0}, for the two solutions 91,#2
and ég,#g, is worse here than in the artificial sample from HP#1 (Table 3).
For example, let’s consider the consistent solution 0, y» for which, compared
to the HP#1: the value of avr(AR,,) in group v(C; = n, Z; = 0) decreases
from 0.990 to 0.446; and the value of avr(AR,) in group v(C; = ¢, Z; = 0)
decreases from 0.990 to 0.605. It is worth noting that, analogously to the
HP-41 case, the two local solutions 81 4 and 9, g, present exchanged values
of aur(AR,) and avr(AR,) for the two groups composing the mixture ¢(D; ="
O, Zz = O) ‘

Table 9. Imputation probabilities means, avr(AR,), and standard errors, se(AR,),
~ for two local maximum likelihood points for a sample from HP#2°, '

o(C, =1, Z; =2) avr(AR,) se(AR,) avr(AR,) se(AR,) ‘avr(AR,) - se(AR,)

Drus v(Ci=a, Zi—1) 0997 0040 ° 0 0 0002  0.040
v(Ci =n, Z; =0) 0 0 0.446  0.148 0553  0.148
oCi=¢, Z;=0) 0 0 0394  0.002 _ 0.605  0.092
o(Ci=c, Z=1) 000l 0025 0 0 0.098  0.025

Oy v(Ci—a, Zi=1) 0997 0040 0 0 0002  0.040

O(C, =n, Z, = 0) 0 0 038 0.3 0611 _ 0.39
o(Ci=c¢, Z; = 0) 0 0 0437 . 0097 0562 0.097
o(C=¢, Z; =1) 0001 0.025 0 0 0898 0.025

The following Table 10 shows the performance of the maximization proce-
dure restricted to the subset 098, Now, we can observe that EM algorithm,

internally to ‘Q}f,_ also converges to points affected by the label switching.
Unfortunately, in a real analysis it is not possible to distinguish these points
in comparison to the consistent solution”. In order to identify the consistent

5We do not report the probabilities of the imputation to groups v (C; = @, Z; = 0)-and
v{Cy =n, Z; = 1), because the information available for the units belonging to these two
groups consent an exact imputation to the respective compliance statuses from the first
iteration of the EM algorithm. _ _

8 Again, we are considering 100 replications for any value of {0.03, 0.01, 0.005); and
the EM algorithm has been started with random initial values for the parameter vector
every time, apart the components (wam, Wel11: Wn 005 wc;m)) that have been always initially
posed equal t0 {Pa111, Poj11> Pajoos Peioe)- o J o

?Contra;y to the spurious points having at least a variance component very close to
zero and to the points lying on the boundary of Qf:, that are easily distinguishable respect
to the consistent solution.
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solution, it is therefore necessary to introduce further assumptions. For this
purpose it is useful considering that label switching involves an inversion in
the order of the means of one or more mixtures. The identification of the.
* solution can be led then by furtherly restricting the Q‘,f space by imposing
constraints on the orders of the means of one or both the mixtures.

Table 10. Constrained maximization performances for some h on the HP#2;
100 replications for any value of h.

Convergence to spurious maximun points:

- o on the I b
ot da.ry of Q‘*” interior to §2; |

Convergence _ having at least a due to the

h to the consistent variance component - ‘label :

_ solution S close to zero switching
0.03 22 o 56 0 22
0.01. 24 - 55 -0 ' 21
0.005 2 . : 43 1 - 29

" The proposal is confirmed by the simulation-based analysis in this specific
“case. Indeed, for HP#2, we have checked that the EM algorithm internally .
to Qi converges, other than to the consistent solution, only to points having
values of avr(ARn) and avr(AR,) (for the units in the groups v(C; = n, Z; =

-0) and v(C; = ¢, Z; = 0)) substantially analogous to that observed for 0540
Given that for all ’shese interior spurious points the difference {fi,o — i) .
‘is greater than zero, the identification of the consistent solution is allowed
by ulteriorly restricting the space qu to the parameter values for which'
()u’nﬂ rucO) < 0.
Although the proposal to inserting a further constraint regarding the dlf—
" ference of the means in the mixtures has originated from a particular exar-
ple, in general it seems that it can be proposed when the restricted analysis

produces a convergence to points internal to Qf beyond the consistent solu-
tion. Up to the author knowledge the presence of small groups of outliers
is the only source of spurious points that is demonstrated in the literature
about mixtures analysis for cluster analysis purposes, and these points are of
easy identification. Consequently it is deductible that the presence of other
spurious points is essentially due to the other noted origin that causes the
indefinitness of our causal model: that is of the label switching.
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4.3 Other hypothetical populations

The previous subsection shows that getting near the means in the ml:xture
§(Di =0,2;=0) comphcates the identification of the consistent solution by

means of the maximization procedure restricted to Q‘f“ The results regaﬂrdmgi
other four hypot;hetzcai populations are presented in this subsection. Now
the hypothetical distributions are all posed equal to the HP#1 dlstrlbutmn,
apart from the parameter g, for which we choose a set of values ranging
between the corresponding valies of HP#1 (ti,g = 6) and HP#2 (pe = 1.2).
The mean for the compliers not assigned is indeed posed gy = 2, 3, 4, 5.

* The simulations are performed on 100 artificial samples of size 10000 for .
each hypothetical population. Table 11 shows some interesting resnlts from

the likelihood maximization procedures restricted to Q¢ when posmg the
constraint A == 0.005.

Table 11. Some constrained ma;ﬁimization results on four
hypothetical populations®; 100 replications for each population;
‘size: 10000 for each sample; b = 0.005.

- Presence of spurious

AR for the consistent .

leo  max. points due to the <olution?
label switc. and interior to QF ‘
' ' Overall 0.8775
2 . yes . for ¢(D; =1,2; = 1) - 0.9992
o - for ¢(D; =0,7Z; =0) 0.7281
| ‘ Overall © 09331
3 ‘ yes - forg(D;=1,2;=1) 09993
: for ¢(D; =0,Z; =0) 0.8517
| -~ Overall 0.9722
-4 no for <(D; =1,Z; = 1) .0.9991
- for ¢(D; = 0,2Z; =0) 0.9386
_ o Overall : 0.9903 .
5 1no C forg(D;=1,Z;=1)  0.9992.

. for ¢(D; =0,Z; =0) 0.9788
a: each hypothetical population presents the s same distribution of
HP#1 apart from the values of p.
b: mean AR on 100 replications.

The first column of Table 11 shows for which values of oo the restricted
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"procedure converges to spurious points interior to Q‘f:, other than to the.
consistent solution. This happens for the two hypothetical populations for
‘which p = 2 and 3, that is the two lower values in the range adopted for .
oo The identification of these points as due to the label switching has been
~ allowed by an analysis of the values assumed by avr(ARu) and s.e.(AR,),

u = a,n,c, in the-groups v(C; = t, Z; = 2).

The second column of Table 11 presents t;he average AR calculated . for
the consistent solution over the 100 replications for each of the values of p.
‘There is an increasing trend: that the overall average AR increases with the
difference (i, — tep). In particular, while the average AR is substantlally

stable over the four populations concerning mixture ¢(D; = 1,Z; = 1); the
decreasing value of the overall AR is due to the bad d1sentaglement of g(D e
1 0,Z;=0). '

This example shows that the univocal 1dent1ﬁcatlon of the con51stent 80~
- lution is feasible when a good mixtures (ilsentanglement of both the mixtures
happens as indicated by the average AR values. The negative effect of getting
near the means of a mixture has been sufficient in order to having spurious

points interior to Q¢’ In these cases it is then necessary to introduce other' .
restrictions like that 111ustrated for the HP#2 case. :

g 5 'Conclusions

The problem of relaxing the exclusmn restriction in randomized experlment _'
with imperfect compliance has been considered. The main difficulties in
this task is due to the presence of mixtures of distributions implying weakly
identified models, in the sense of having multiple local maximum points. Fur-
thermore, contrary to the traditional mixtures analyses for cluster purposes,
" a causal likelihood-based analysis suffers from the sw1tchmg of the mixture
component indicators. -

‘We propose to restrict the hkehhood maximization to a su;table pa.ra~
meter subspace, in order to exploit the information provided by the set of
assumptions usually adopted when identifying causal effects by the instru-
mental variables method. In particular, the proposed constraining subspace

is identified by the estimated conditional mixing probabilities given observed
values of the treatments received and of the assignments to treatment. More-
over, for computational purposes and for exploiting the particular incomplete
structure of the likelihood a constrained EM algorithm can be easily devel-
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oped. - ) ‘
Some examples based on artificial data had illustrated the relative merits
of the proposed procedure for particular hypothetical distributions. The
proposed method. allows an univocal identiﬁca.éion of the local maximum
point corresponding to the consistent maximizer provided that the mixtures
can be sufficiently disentangled. Otherwise, further assumptions about the
order of the means or one or both the mixtures have to be introduced.

6 Appendix

The first row of Table 4 reports the population i:)roportiohs, ,, = P(C; =
¢, Z; = z), in a large sample from the HP#1. ' |

‘Table 4. Populatioin proportions, ¢, in large samples
from two hypothetical populations. .= _
%d wai ' ¢n0 . ¢n1 'l/).cG . wcl s 2:‘0! Zz ¢tz

0.30 0.10 0.1875 0.0625 0.2625 0.0875 . 1
0.30 0.10 0.2625 0.0625 0.1875 .0.0875 - 1

The population proportions of the compliance statuses can be easily cal-
culated as: ) ' -

Yo = (Yap + Y1) = (0.30 + 0.10) = 0.40

W, = (o + V1) = (0.1875 + 0.0625) = 0.25

¥, = (o + ) = (0.2625 + 0.0875) = 0.35.

These values correspond to the estimates of @, Wp, € W In 91,#1, apart
from slight differences due to the sampling variability and to the reason that
imputation probabilities at the last iteration of the EM algorithm are never
exactly binary (Table 3). The values of 1., t,, and 1, are indeed to be
considered as limits for the imputation probability averages, and they are
obtainable only as a consequence of a right disentanglement of the two mix-
tures in (1), The second row of Table 4 reports the population proportions,
1,,, in a large sample from another hypothetical distribution; this row is
equal to the first one apart from the exchanged values of ¢,y and .- Now
the population proportions of the compliance statuses are:

Vo = (g + %) = (030 + 0.10) =040

Wy = (hng + Py ) = (0.2625 + 0.0625) = 0.325"

P, = (P + Y1) = (0.1875 4 0.0875) = 0.275,
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that correspond to the estimates @w,, Wy, @, in 92,#1, apart from slight
differences. Indeed, the units in set v(C; = n, Z; = 0) are wrongly assigned
to v(C; = ¢, Z; = 0), and vice versa, for the solution @2,#1. Analogous
considerations hold for the remaining local maximum points.
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